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I.7
Principles of Near-Field
Microwave Microscopy

STEVEN M. ANLAGE, VLADIMIR V. TALANOV,
AND ANDREW R. SCHWARTZ

Near-field microwave microscopy is concerned with quantitative measurement of
the microwave electrodynamic response of materials on length scales far shorter
than the free-space wavelength of the radiation. Here we review the basic concepts
of near-field interactions between a source and sample, present an historical intro-
duction to work in the field, and discuss a novel quantitative modeling approach to
interpreting near-field microwave images. We discuss the spatial resolution and a
number of concrete applications of near-field microwave microscopy to materials
property measurements, as well as future prospects for new types of microscopy.

1 Introduction

Much of our understanding of materials comes from studying the interaction of
electromagnetic fields with matter. The optical properties of metals, semiconduc-
tors, and dielectrics have revealed many aspects of charge and lattice dynamics in
condensed matter and the study of materials at lower frequencies has also been
a fruitful area of investigation [1]. For example, early evidence for a gap in the
spectroscopic properties of superconductors came from microwave transmission
experiments. Evidence for case-II coherence effects was also seen in measurements
of the complex conductivity of superconductors [2]. The study of magnetization
dynamics in ferromagnets came through measurements of ferromagnetic resonance
and anti-resonance at microwave frequencies [3–5].

One thing that all of these techniques have in common is that they are carried
out with measurement systems that are on the scale of the free-space wavelength
of the radiation employed. For example, transmission experiments are done in
the far-field of a source, and they typically require a sample on the scale of the
wavelength in size. Many other experiments are carried out in resonant cavities,
which are on the order of the wavelength in at least one dimension. One result is that
the electrodynamic properties of the sample are averaged over macroscopic length
scales. The properties of the material may in fact be varying on much shorter length
scales, even into the nanometer range. Hence to measure the intrinsic response,
such traditional measurements require remarkably large, pure, and homogeneous
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samples to study. Most materials of interest today are complex multi-component
compounds or nanoscale composites and can rarely be made homogeneous on the
millimeter- or centimeter-length scales required for traditional electrodynamics
measurements. In addition, the typical dimensions of devices into which some of
these functional materials are integrated are orders of magnitude smaller than the
wavelength at the frequency of operation of the device.

Additional constraints of traditional measurements are imposed by the sample
geometry. Ideally, one would like to measure the properties of ellipsoidally shaped
samples to eliminate de-magnetization and de-polarization effects, but such sam-
ples are rarely available, particularly for novel and interesting materials. Thin-film
samples often have such large de-magnetization factors that results of measure-
ments in perpendicular fields are extremely challenging to interpret, particularly
on anisotropic materials. A related issue concerns the edges and corners of super-
conductors in the Meissner state, at which screening currents are known to become
singular [6]. These extraordinarily large current densities result in an extreme type
of weighted average of the sample properties. The properties of edges and corners,
which may not be representative of the bulk, will dominate such measurements.
This is an issue for single crystal, ceramic and thin-film samples.

A new paradigm of electrodynamics measurements in condensed matter physics
has emerged in recent years. This is associated with the concept of so-called near-
field interactions between a source and a sample in which near-zone fields and/or
evanescent waves with high spatial frequency are created and interact with the sam-
ple. The recovery of these signals gives insight into the localized electrodynamic
properties of the sample. The art of near-field microwave microscopy of materials
is one aspect of this new paradigm. We are motivated in part by the deficiencies of
traditional far-field measurements, as outlined above. We are also motivated by the
desire to examine new physics on nanometer-length scales present in highly corre-
lated electron systems and biological systems, as well as technologically motivated
investigations of semiconductor and other functional materials on the nanometer
scale.

In this review we arbitrarily confine ourselves to situations where the follow-
ing four conditions are simultaneously met: (1) measurements are performed at
frequencies between 100 MHz and 100 GHz (this ranges from the bottom of A-
band to the top of M-band in the EU/NATO spectrum or I-band to W-band in the
IEEE US electronic warfare spectrum); (2) measurements of material properties
are performed; (3) there is scanning of the probe relative to the sample; and (4) the
spatial resolution of the measurement is substantially (≤10−1) less than the free-
space wavelength. Even with such stringent constraints, there is a great deal of
interesting work to discuss.

Although we have attempted to be comprehensive in our coverage of this field, it
is inevitable that important work has been accidentally overlooked. We apologize to
the reader in advance for these oversights. Some other review articles on microwave
near-field imaging that are of possible interest to the reader include references [7–
9]. We do not consider localized microwave electromagnetic field probing in this
review, as the reader can find coverage of this topic in [7] and [9] and in the
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FIGURE 1. The main types of

near-field microwave probes:

(a) aperture in a waveguide,

(b) STM tip [12], (c) AFM

tip [13], (d) open end of

coaxial line [14], (e) parallel

strip transmission line [15],

(f) magnetic loop [16].

chapter by Paulson and van der Weide in this book. We also do not consider the
use of scanned near-field microwave probes for nondestructive testing of structural
materials, as the reader can find coverage of this in [10] and [11].

1.1 What is the “Near-Field”?

Most near-field microwave microscopes consist of a sub-wavelength antenna-like
feature, i.e., the microscope’s tip, which is scanned in close proximity to a sample.
The tip can be formed by an aperture in an opaque screen (Figure 1(a)), an electric
wire formed by a sharpened rod or scanning tunneling microscopy (STM) tip (Fig-
ure 1(b)), an atomic force microscopy (AFM) tip (Figure 1(c)), an electrically open
flush end of a transmission line (Figures 1d, 1e), a magnetic loop (Figure 1(f)), or a
variety of other geometries. It is typically attached to some type of microwave de-
tection apparatus such as an LC-oscillator, transmission line resonator, waveguide,
etc. One monitors the electromagnetic response of the detection system as the tip
is scanned over the sample either in contact or at a separation h typically much
less than the tip characteristic length-scale D, in order to maintain a reasonable
signal from the sample.

The study of small antennas, in which the size D is small compared to the
wavelength of the radiation λ, naturally breaks into three categories: near-zone
(static), intermediate-zone (induction), and far-zone (radiation) properties [17].
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The antenna properties in the far zone (defined as D � λ � r , where r is the
radius vector), are governed by the outgoing propagating waves with wavenumber
k0 = ω/c, where ω is the angular frequency of the source and c is the speed
of light in vacuum. The ratio of the electric and magnetic field magnitudes is
|E |/|H | = Zv, where Zv is the vacuum impedance (Zv = 120π �), the fields are
in-phase, transverse to the radius vector r , and fall off as 1/r .

In the near zone of an antenna, the structure of electric and magnetic fields is
more complicated, however. They have a static character while oscillating harmon-
ically as exp(iωt) and their distribution strongly depends on the antenna geometry
as well as electrodynamic properties of the surrounding region. The ratio |E |/|H |
could be much less or much greater than Zv, the fields are not transverse and
more nearly in quadrature, and they fall off as 1/r2 or faster, depending on the
multipole order of the antenna. Retardation effects are minimal, simplifying the
equations governing the fields. It has to be pointed out that in conventional an-
tenna theory the near zone is typically defined as D � r � λ [17], while we are
interested in investigation of the near-fields occupying the range D ≤ r � λ. The-
oretically, by increasing the multipole order of the antenna system its near-zone
field can be more strongly confined and the far field radiation reduced as much as
desired [18,19].

Near-fields with purely exponential dependence on r (not due to dissipation) are
often called evanescent. They are created as a result of scattering of electromagnetic
radiation in geometries such as a cutoff waveguide [20], total internal reflection
(which is employed in near-field optical microscopy), a sub-wavelength aperture in
an opaque screen (can be used for near-field microwave microscopy) [21], or lens
with negative index of refraction [22]. These waves with imaginary wavenumbers
do not carry energy away [17,23] and instead decay exponentially on a length-
scale ∼1/D [8], where D is the characteristic size of the scatterer (e.g., sharp tip
or aperture).

Fundamentally, the electrodynamic response of a near-field microwave probe
is due to the property of either near-zone or evanescent fields to store reactive
energy, electric and/or magnetic, in the vicinity of the microscope’s tip (see Sec.
4.1 below). When a dielectric or permeable sample is brought in close proximity
to the tip this energy changes, which in turn affects the electromagnetic response
of the microscope’s detection system.

In order to create a true near-zone or evanescent field in the sample, the tip
characteristic size D must be small enough not only compared to the free-space
wavelength λ, but also to provide |ks|D � 1, where ks = ω(ε0εsμ0μs)

1/2 is the
complex wave number of the material under test (see also [8]). In this case the tip-
sample interaction can be viewed as a “cloud” of the probing electric or magnetic
field penetrating the sample. The size of this cloud is on the order of the tip size
D due to the static character of the near-field. Therefore the microscope spatial
resolution—both lateral and in-depth—is mostly governed by the tip geometry
rather than the electrodynamic properties of the sample, as will be illustrated
in Sec. 4.7 through numerical simulations. However, the spatial resolution can
be a function of the sample properties too as the electric fields between a sharp
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AFM- or STM-like tip and a high permittivity sample are enhanced due to the field
concentration just below the apex [8].

1.2 What Can Be Learned at Microwave Frequencies?

As mentioned above, quantitative microwave measurements have been very fruitful
in the investigation of condensed matter systems. Because these measurements
are so highly refined and precise, one would like to develop new experimental
techniques to make them on deep sub-wavelength length scales. Optical radiation
interacts with materials through quantum interactions, plasmon excitation, lattice
dynamics, etc., and these interactions are strongly wavenumber dependent. As a
result, it is often difficult to obtain quantitative information about optical properties
of materials from near-field interactions. On the other hand, microwave frequency
radiation interacts with matter in a much more straightforward classical manner.
In this review we are primarily interested in quantitative imaging of materials
properties, such as conductivity, dielectric constant, polarization, etc. We believe
that the relative simplicity of the detected signal interpretation is one of the most
important advantages of near-field microwave microscopy, and enables many new
types of quantitative investigations of local physics in condensed matter systems.

2 General Principles of Microwave Microscope Design

As mentioned above, a microwave microscope consists of a scanned near-field
antenna structure that is monitored by a detection system. In general, the detection
system can be resonant, non-resonant or self-oscillating. The near-field antenna
structure can be aperture-based or apertureless (Figure 1). In the latter case, one can
prepare field-concentrating features that enhance either electric or magnetic fields.
Rather than attempt to gather all of the super-resolution information simultaneously
(as one would do in a traditional imaging system), near-field microscopes employ
pixel-by-pixel scanning. In this way the signal is acquired from only a small
part ∼D of the sample at one time. This scanning method is tedious and slow,
but effective. Here we discuss some general principles of microwave microscope
design illustrated through an historical review of the field.

2.1 Early Microwave Microscopes

The original idea of near-field microscopy is often attributed to Synge [21], who
proposed using an opaque screen with a small sub-wavelength diameter hole (10 nm
in diameter), held about 10 nm above the surface of a smooth flat sample. An opti-
cally transparent sample was passed just beneath this aperture, and the transmitted
light is collected in a point-by-point scan and raster fashion. This theoretical paper
was decades ahead of its time in terms of the technology required to carry out
the experiment. Detailed calculations of the field distribution near the aperture
were later done by Bethe [24] and Bouwkamp [25]. These near fields contain a
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large fraction of high-spatial frequency evanescent waves that can lead to deep
sub-wavelength spatial resolution [26,27].

Synge’s idea lay dormant in the literature until the late 1950s, when Frait de-
veloped the first ferromagnetic resonance (FMR) microwave microscope [3]. Frait
recognized that a conventional FMR resonant cavity simply averaged over the
properties of a sample placed inside the cavity. He inverted the design by placing
the sample outside the cavity but retaining coupling by means of a small hole
(500-μm diameter) in a thin face of a metallic cavity operating at a wavelength of
3 cm (10 GHz). A Ni78Fe22 ferromagnetic thin-film sample was scanned beneath
the hole and showed contrast in the uniaxial anisotropy parameter. Independent
and similar results with a 500-μm diameter hole were obtained by Soohoo on a
350-nm-thick Permalloy film at 5.5 GHz [4]. Similar work with manganite ferro-
magnetic material has been published more recently [28,29].

Ash and Nicholls performed another Synge-style experiment at microwave fre-
quencies using a quasi-optical hemispherical resonator as the detection system
[30]. This experiment utilized the Synge geometry of a small aperture (1.5 mm
diameter) scanned over a sample with a microwave signal at 10 GHz. The sample
was harmonically distance modulated at a fixed frequency, and the reflected signal
was phase-sensitively detected at this modulation frequency to improve sensitivity
to sample contrast. Similar distance modulation techniques are still in use today.
This microscope demonstrated contrast sensitivity to metal films on dielectric sub-
strates, as well as bulk dielectrics with dielectric constant differing by only about
10%.

Non-resonant scanned aperture probes were also developed in the 1960s. In
this case a transmission line (coaxial or waveguide) delivers a microwave signal
to the probe aperture. The fringe electric and magnetic fields from the aperture
interact with the sample. Some part of the signal is stored locally in evanescent and
near-zone waves, some is absorbed by the sample, some is reflected back up the
transmission line, and some is scattered away as far-field radiation. By monitoring
the scattered or reflected signals as a function of probe height and position, an image
of the sample response can be made. An early example of this type of scanned probe
was developed by Bryant and Gunn [31]. They measured the reflected signal from
a tapered open-ended coaxial probe with an inner conductor diameter of 1 mm.
The probe was used for quantitative measurements of semiconductor resistivities
between 0.1 and 100 �-cm. A similar, but resonant, method was developed by
Bosisio et al. to measure the moisture content of paper using measurements of the
phase shift of a scanned resonant coaxial probe [32].

The development of near-field optical microscopes using optical waveguides
beyond cutoff [33,34] spurred the development of new microwave microscopes.
The first of these microwave systems was developed by Fee, Chu and Hänsch
by measuring the reflected signal from a non-resonant open-ended coaxial probe
[35]. Although similar in design to the probe of Bryant and Gunn, this paper
was the first to present the results in the language of near-field microscopy. They
employed a 500-μm-diameter center conductor coaxial probe which was extended
and sharpened to a tip with 30 μm radius. Operating at 2.5 GHz, they measured the
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phase of the reflected signal as a function of position over the sample. An image of
copper grid lines showed a spatial resolution of about 30 μm (or λ/4,000). Other
microscopes based on a scanned aperture in a waveguide structure were developed
by Golosovsky et al. [36,37] and Bae et al. [38,39].

2.2 Aperture-Based Probes and Apertureless Probes

The design of near-field probes can basically be divided into two main categories.
The first are aperture-based probes, essentially described by Synge in his seminal
paper [21]. The idea is to create a very small interaction volume between the
probe and sample by simply constraining the lateral extent of the probing field by
means of a sub-wavelength aperture (see Figure 1(a,e)). An alternative approach
is to allow a propagating wave to irradiate some large portion of the sample, but
to employ a field-concentrating feature, e.g., tip, to enhance the probe–sample
interaction locally (Figure 1(b) and Figure 2, inset). The latter apertureless probe
design usually results in much stronger signals, albeit with a large background
signal.

The designs of Synge, Frait, Soohoo, and Ash and Nicholls are classic aperture-
based approaches to microwave microscopy. The designs of Bryant and Gunn,
and Fee, Chu, and Hänsch are prototypical apertureless or field-concentrating
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well as a lumped element circuit model for the tip-sample interaction.
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designs. In general, the field-concentrating objects are sharp tips, such as those
used for STM or AFM. The electric fields between a sharp tip and a flat sam-
ple with high permittivity can be greatly enhanced due to the induced image
of the probe, thus leading to strongly localized measurement of sample prop-
erties. STM-tip field-concentrating features have been employed by many au-
thors [12,40–59] at microwave frequencies, and [60] at far-infrared frequencies.
Although the field strengths can be large, the effects of local sample heating
are a concern. In at least one case local heating has been shown to be negligi-
ble [61]. AFM tip field concentration has been accomplished by a number of
groups [62–66]. There have also been efforts to combine an aperture probe with a
field-concentrating feature through a tip on an aperture [67], and a waveguide
aperture with a tip projection [68]. There is also interest in creating concen-
trated microwave magnetic fields in a small area of the sample. Seminal work
on superconducting quantum interference device (SQUID) microscopy at RF, mi-
crowave, and millimeter-wave frequencies showed that this was possible [69,70].
Work with enhanced magnetic field probes was also used to study the local mag-
netic permeability of materials [16], and localized superconducting nonlinearities
[71–75].

2.3 Operating Modes

Microwave microscopes can be operated in one of several detection modes. Non-
resonant microscopes typically involve measurements of reflection and/or trans-
mission at a fixed frequency chosen to maximize the signal level at the sample
[36,52,53]. Resonant microscopes can be operated in either a fixed-frequency
mode [76], with probe/sample distance modulation [77], or with a feedback sys-
tem to stabilize the source frequency to the variable resonant frequency of the
probe/detector system [12,14].

The fixed-frequency resonant mode involves monitoring the reflection or trans-
mission properties of the resonator at a point of maximum slope of the response
curve. As the sample properties change, the stored energy and dissipated power in
the resonant detection system change. This in turn changes the resonant frequency
and quality factor of the detection system. By simply monitoring the off-resonant
response (through the reflection coefficient S11, or the transmission coefficient
S21), these systems are sensitive to small changes in sample properties.

Because a resonant microwave microscope produces two independent streams
of data (e.g., frequency shift and quality factor change, or magnitude and phase, or
resistance and reactance), it is advantageous to develop a method to measure both
quantities simultaneously. The most common method to do this uses a feedback
circuit (such as a phase-locked loop) to force the microwave source to “follow”
the time-dependent resonant frequency of the detection system [14], as discussed
in section 3. A related technique continuously modifies the distance between the
probe and sample to keep the microscope resonant frequency locked to that of a
synthesized microwave source [78].
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2.4 Tip-Sample Distance Control in Microwave Microscopy

One of the strengths of near-field microscopy of any kind is that measurements can
be made without any physical contact between the near-field tip and the sample or
device under test. However, this requires that the separation between the tip and the
surface of the sample be small compared to the characteristic tip size, and that it be
kept constant. The precision of any near-field measurement is directly related to the
precision with which the tip-sample distance can be maintained, and a good rule of
thumb is that the tip should be held reliably at a distance above the sample that is less
than one-tenth of the tip size D. Although the absolute value of the mean height is
not critical (provided that it meets the criteria above), the variance must be less than
1% of the tip size in order to obtain high precision measurements. For example, for
a tip with a characteristic size of 0.1 μm, the tip-sample separation will have to be
maintained at approximately 10 nm, with a precision of ±1 nm. There are a limited
number of techniques that can achieve this precision. Possible solutions that have
been employed on various microwave microscopes include shear force, as used in
near-field scanning optical microscopy (NSOM), atomic force microscopy (AFM),
scanning tunneling microscopy (STM), and height modulation. The challenge is
integration of each technique with a suitable near-field microwave microscopy
probe. Each of these distance control mechanisms is discussed briefly below, with
reference to microscopes on which they have been employed.

2.4.1 Shear Force Based Distance Control

Shear force is a distance control mechanism that was developed for use in near-field
scanning optical microscopy (NSOM) [79,80]. The basic idea is that an optical
fiber is flexible and can therefore be mounted onto and dithered by a piezoelectric-
element or a quartz tuning-fork oscillator (TFO) [81] with amplitude from a few
nanometers down to a few angstroms. As the tip of such a fiber is brought into close
proximity to the sample surface, the amplitude and frequency of the tip oscillations
are changed by interactions between the tip and the sample surface. The motion of
the tip is detected optically or electrically and a feedback loop allows for precise
distance control down to 1 nm. In addition, the height at which this control can
be performed is a function of the amplitude of the oscillation—the smaller the
amplitude, the smaller the control distance. It has been demonstrated that this type
of force feedback can be effectively applied to probe structures other than optical
fibers, making it applicable for use in near-field microwave microscopy [15,82,83].

2.4.2 Atomic Force Based Distance Control

Atomic force microscopy (AFM) is an established technique for measuring sur-
face profiles with atomic resolution. In the simplest embodiment, a cantilever is
fabricated with a small cone-like tip at one end. This tip is brought into close prox-
imity to the sample surface, and the displacement of the cantilever caused by the
repulsion force between the tip and the sample is measured using an optical beam
deflection technique as the tip is scanned over the surface. In order to enhance
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AFM sensitivity and decrease the tip pressure on the sample, a so-called tapping
mode is usually employed. The AFM approach allows for atomic-scale lateral res-
olution and sub-nanometer precision in height control. AFM distance control has
been used to image ferroelectric domains at 1.3 GHz [84]. Microwave transmission
lines have been successfully integrated onto traditional AFM cantilevers [66,85].

2.4.3 Scanning Tunneling Based Distance Control

Scanning tunneling microscopy (STM) is a well-established technique for surface
studies of conducting, semiconducting and superconducting samples with atomic
or near atomic resolution [86]. The conducting probe is brought near the sample
(with dc bias applied to either the tip or the sample) at a nominal distance of
one nanometer, so that a quantum mechanical vacuum tunnel junction can be
established between the tip and the sample. With a fixed voltage applied between
the tip and the sample, the quantum mechanical tunnel current decays exponentially
as the tip-to-sample distance is increased. It is this exponential decay of current
with distance that makes STM sensitive enough for atomic scale imaging [87].
Integrating a near-field microwave microscope with constant tunnel current mode
STM allows for distance control. During surface scanning the STM tip remains
close to the surface (maintaining the nominal height of 1 nm) and the same tip can
be used to perform near-field microwave microscopy. As previously mentioned
in section 2.2, a number of researchers have employed STM-based microwave
microscopes.

2.4.4 Height Modulation Distance Control

A number of microwave microscopes have employed some form of the height-
modulated distance control [88–92]. The general principal is that the tip-sample
separation is modulated with fixed amplitude (greater than the separation for tap-
ping mode) and frequency, and the modulated signal is used to control the separa-
tion. In one embodiment [78] the tapping mode has been combined with frequency
modulation to dramatically improve sensitivity and signal-to-noise ratio of images,
resulting in enhanced spatial resolution.

3 Detailed Description of One Microscope

We discuss one class of microwave microscope in some detail to illustrate the
basic operation. The essential elements of this microscope (shown in Figure 2)
are a microwave source, a coaxial resonator coupled to the microwave generator
(either via a decoupling capacitor or inductor), a detector to measure the reflected
signal from the resonator, and a frequency-following circuit (FFC).

Figure 2 shows the circuit diagram of the microscope. The generator creates a
time harmonic signal that is sent to the microscope resonator. The resonator used
is a coaxial transmission line, which is capacitively coupled (via a decoupling
capacitor) to the feedline on one side and couples to a sample on the other side.
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One particular transmission line used is 2.16 mm in outer diameter with a 500-
μm diameter inner conductor (standard 0.085-in. coaxial cable). The inner and
outer conductors are copper and the dielectric material used is Teflon. A field-
concentrating feature, such as an STM tip (Figure 1(b)), can be added to the center
conductor.

The transmission line resonator response is measured in reflection using a di-
rectional coupler that allows the signal from the source to reach the resonator and
the reflected signal from the resonator to be directed to the diode detector. The
diode detector converts the measured power at microwave frequency into a volt-
age signal (this output, Vdiode, is proportional to the input microwave power in the
range of power of interest). The microwave generator is frequency modulated at a
rate fFM to run the FFC. The diode voltage signal is sent to two lock-in amplifiers
that phase-sensitively detect the microscope resonator response at the modulation
frequency fFM and twice the modulation frequency 2 fFM. The primary function
of the FFC is to keep the generator locked onto the resonant frequency of the res-
onator. The 2 fFM lock-in measures the curvature of the Vdiode( f ) curve, and gives
an output that can be related to the quality factor of the resonator, Q [14,93,94].

The inset of Figure 2 presents a simple model of tip-to-sample interaction (in
terms of a lumped-element model), and is discussed further in the next section.
This resonator has been integrated onto the probe arm of an Oxford Instruments
STM probe. An STM feedback loop was also incorporated into the microscope
so that the probe-sample distance control could be maintained through a constant
tunnel current while scanning [57,59].

4 Theory of Near-Field Microwave Microscopy

The electrodynamic properties of the sample under study, such as complex per-
mittivity and permeability, affect the detection system parameters such as reflec-
tion/transmission coefficient, quality factor, and/or resonant frequency. The ul-
timate goal for theoretical analysis of a near-field microwave probe is to find a
relationship between these detectable quantities and the sample properties. The
theoretical study can often be broken in two parts: the sample-to-tip interaction
and the tip-to-circuit interaction. The former can be treated within either a lumped
element or full-wave/evanescent approach, while a theoretical model for the de-
tection circuit depends on its geometry and can be a lumped element, transmission
line, cavity perturbation, or other approach. Below we review some of these ap-
proaches, present a novel lumped element model for the sample-to-tip interaction,
and obtain general analytical expressions relating the detectable probe parameters
to the sample properties in the common case of a detection circuit formed by a
transmission line resonator.

4.1 Lumped Element Model for Sample-to-Tip Interaction

Consider the near-field tip as a two-terminal, linear, passive system (e.g., antenna)
connected to the detection apparatus such as a transmission line, LC-oscillator,
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etc. If the sample is lossless and only the near-zone and/or evanescent field exists
beyond the plane of the terminals, then no real power is transmitted into the
sample. Such fields store reactive energy, however, and therefore the tip is seen
as a reactance by the probe detection circuit. If the sample and/or tip are lossy,
then some of this energy dissipates and the impedance gains a resistive part. Thus
the interaction between the sample and the probe can be described in terms of
the lumped element impedance Z t = Rt + i X t. Generally, Z t depends on the tip
geometry, the sample electrodynamic properties, and the tip-sample distance. The
complex Poynting theorem yields the following expression for the reactance of the
near-field tip (e.g., electrically small antenna) [17]:

X t = 4ω

|Ii |2
∫
V

(wm − we)d3x (1)

where Ii is the harmonic input current at the tip terminals (such that input voltage
Vi = Z t Ii ), wm = B · H∗/4 and w e = E · D∗/4 are the magnetic and electric en-
ergy densities, respectively, and the integral is taken over the entire volume beyond
the plane defined by the terminals (e.g., the probe sampling volume). Depending
on the dominant type of reactive energy stored in this field, the tip is considered
either electric or magnetic. The real part of the tip impedance, Rt , can be due to
conduction losses (Joule heat) and electric and magnetic absorptive dissipation in
the sample and/or the tip [17,20]:

Rt = ω

|Ii |2
∫
V

(σ

ω
|E|2 + ε0ε

′′ |E|2 + μ0μ
′′ |H|2

)
d3x (2)

as well as conventional far-field radiation generated by the tip (i.e., radiation resis-
tance) that can often be neglected for most near-field tips. Note that expressions
similar to Eqs. (1) and (2) can be derived for the tip complex admittance as well
[17].

4.1.1 Impedance of an Electric Tip

Generically, the impedance Z tE of an electric tip formed by the open end of a
two-conductor transmission line (e.g., flush open, terminated with STM tip, etc.),
can be represented as a network of the tip-to-sample coupling capacitance 1/Cc =
1/Cc1 + 1/Cc2, the sample “near-field” impedance Zs, and the tip stray capacitance
Cstr, (Figure 2, inset):

(Z tE)−1 =
(

1

iωCc

+ Zs

)−1

+ iωCstr (3)

Zs is due to the energy stored and/or dissipated in the sample under test, and can
be found by integrating Eqs. (1) and (2) over the entire sample volume (see, for
example, [95]). Both Cc and Cstr depend on the tip-sample distance h. To obtain
high enough sensitivity to the sample properties (i.e., to make Z tE ∼ Zs), it is
imperative to have both 1/ωCc Zs and ωCstr Zs much smaller than or at least on the
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order of unity, which can typically be achieved by making h � D, where D is the
characteristic tip size (see section 1.1).

Under the above conditions let us estimate the near-field impedance due to
a homogeneous bulk sample, Zsb, while assuming the true near-field situation
|ks|D � 1, ks = ω(ε0εsμ0)1/2. Due to its static nature, the sampling near-field
occupies a volume governed by D, and the integral in Eq. (1) is on the order of
−ε0ε

′|E0|2 D3, where |E0| ∼ Vi /D is an estimate for the average electric field in
the sample. Then Eqs.(1) and (2) yield for Zsb = Rsb + i Xsb,

Zsb ≈ 1

iωε0εs D
(4)

which is basically the impedance of a capacitor with a geometrical capacitance
ε0 D filled up with material of complex relative permittivity εs = ε′ − iε′′. Let us
illustrate this concept for variety of materials.

Dielectric. If the sample is a low-loss dielectric with εs = ε′(1 − i tan δ), tan δ �
1, then the near-field impedance is

Zsb = tan δ

ωε0ε′ D
− i

1

ωε0ε′ D
(5)

Its reactive part is capacitive and the probe is sensitive to the sample dielectric
constant as well as the loss tangent (tanδ).

Semiconductor. At microwave frequencies semiconductors can exhibit ε′ ∼ ε′′ =
1/ε0ωρ, i.e. contributions from the two conduction mechanisms, displacement and
physical, are comparable. Then

Zsb = 1

D
/
ρ + iωε0ε′ D

(6)

so the sample resistance and reactance are of the same order. The sample reactance
is again capacitive in this case.

Normal metal. A conductive metal can be characterized by the relative permittivity
εs = εnm ≈ −i/ε0ωρ. Thus Zsb represents the dc resistance of the tip sampling
volume:

Zsb = ρ
/

D (7)

Unlike the conventional surface impedance of a bulk metal (see [96]), Zsb has no
reactive part because the geometrical inductance is negligible in the case of an
electric probe. Eq. (7) is an implication of the fact that when D is much smaller
than the metal skin-depth the probe spatial resolution is governed by the tip size
rather than the sample skin-depth. This creates a unique opportunity for near-field
microwave microscopy to study just the subsurface portion of the material, unlike
conventional far-field techniques that are sensitive to the entire skin-depth layer.
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Plasma. In alternating electromagnetic fields some materials can be conveniently
characterized by a plasma-like permittivity [96]:

εp = 1 − ω2
p

ω (ω − iν)
(8)

where ωp is the plasma (or Langmuir) frequency, and ν is the collision frequency.
One example is a superconductor with a permittivity at frequencies up to ∼100
GHz and temperatures below ∼0.95Tc given by [97]

εsc = − 1

ε0μ0ω2λ2
sc

− i
σ1

ε0ω
(9)

Here λsc is the magnetic penetration depth, σ1 is the normal conductivity, and
1/ε0μ0ω

2λ2
sc � σ1/ωε0 (i.e. the response is dominated by the superconducting

carriers). Then the near-field sample impedance of a superconductor is

Zsb ≈ iωμ0

λ2
sc

D
(10)

Unlike the cases of a dielectric and semiconductor, the near-field reactance of a
superconductive sample is inductive because the probe is sensitive to the kinetic
inductance of the superconducting carriers, while again there is no geometrical
inductance in Eq. (10).

Another situation when the tip-sample interaction can be described in terms
of the lumped element impedance arises if the tip size is such that |ks|D � 1
but |k0|D � 1. Then Zs = G · Zsur in Eq. (3), where G ∼1 is the tip-dependent
geometrical factor, and Zsur is the sample complex surface impedance. The typical
example is a flush open coaxial tip (see Figure 1(d)) above a bulk metal or thin
non-transparent metallic film. In this case the tip impedance is

Zt = 1

iωCc

+ Zsur

1

2π
ln

rdiel

rin

= d

iωε0πr2
in

+ d

iωε0π
(
r2

out − r2
diel

) + Zsur

1

2π
ln

rdiel

rin

(11)

where Zsur is the surface impedance in the case of a bulk sample and the effective
surface impedance [98,99] in the case of a thin-film sample, and rin, rdiel, and rout are
the outer radii of the inner conductor, dielectric, and outer conductor, respectively.
The above equation holds for small tip-sample distances h � rin, rout − rdiel which
is typically the case for h � D.

4.1.2 Impedance of a Magnetic Tip

In the case of |ks|D � 1 the lumped element impedance of the magnetic tip can
be obtained by the method of images [16,100]:

Z tM = iωL0 + ω2 M2

Zs + iωL1

(12)
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where L0 is the loop self-inductance, L1 is the sample effective inductance, M is the
tip-sample mutual inductance (e.g., tip-to-sample coupling), and Zs is the sample
surface impedance. Away from the sample the tip impedance approaches iωL0.

4.2 Transmission Line Model of the Probe

When a transmission line terminated with either an electric or magnetic tip forms a
near-field microwave probe, the tip-sample system can be treated as a discontinu-
ity in this line. Consider a near-field tip with impedance Z t terminating the probe
transmission line of characteristic impedance Z0. The impedance of a substantially
electric tip should satisfy the condition |Z tE| � Z0, while for a substantially mag-
netic tip |Z tM| � Z0. Then the complex reflection coefficient from the electric tip
can be found as follows:

E = |E| exp (iθE) = Z tE − Z0

Z tE + Z0

∼= exp

(
− 2Z0 RtE

R2
tE + X2

tE

)
exp

(
i

2Z0 X tE

R2
tE + X2

tE

)
(13)

and the reflection coefficient from the magnetic tip is

M = |M| exp (iθM) = Z tM − Z0

Z tM + Z0

∼= − exp

(
−2RtM

Z0

)
exp

(
−i

2X tM

Z0

)
(14)

To obtain the exponential forms in the right hand side above we used the approxima-
tion (1 − x)/(1 + x) ≈ exp(−2x), which is better than 1% accurate for x < 0.25.
Note, that an equation similar to Eq. (13) can be written more conveniently in
terms of the tip admittance, in which the phase and magnitude dependences on the
conductance and susceptance separate like those in Eq. (14) for a magnetic tip.

In order to validate our lumped element model, we compare it to results of
numerical modeling for the near-field tip geometry shown in Figure 3(a) and for
two types of samples: Si wafers with and without implants. As will be discussed
below, both the bulk Si resistivity and the implant sheet resistance were varied. The
tip was formed by the open end of a parallel strip transmission line (see Figure 1(e))
that consists of two metallic electrodes supported by a rectangular quartz bar (see
[15]). For the purposes of modeling the tip size was on the order of 100 μm, and the
tip-sample separation was 250 nm. The modeling was performed using Ansoft’s
High Frequency Structure Simulator (HFSSTM), a full-wave high-frequency 3D
finite element modeler (FEM).

To find the reflection coefficient for the case of bulk Si we substitute Eq. (6)
into (3) and the result into (13), which yields the real and imaginary parts of the
complex reflection coefficient as a function of the Si bulk resistivity. We are also
able to extract these two quantities from the FEM. This modeling was performed
for a variety of probe sizes, and representative results are shown in Figure 3(b),
where the Si resistivity ranges from 0.01 to 1000 �·cm. It is clear that over a wide
range of Si resistivities, the lumped element model agrees exceptionally well with
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FIGURE 3. (a) Parallel strip transmission line probe. (b) Comparison of analytical lumped

element model and finite element numerical data at 4 GHz for the real and imaginary parts

of the reflection coefficient as a function of silicon resistivity for bulk Si wafers. The open

symbols are the results of the FEM and the lines are fits to the FEM data using the lumped

element analytical model, as described in the text.

the FEM. The two free parameters used to fit the lumped element model to the FEM
data are D and Cc, while the characteristic line impedance Z0 was obtained from
2D modeling of the strip-line cross-section. By fitting data for various tip sizes
we find that the characteristic tip size D is governed by the entire cross section of
the tip. In addition, Cc was found to be in good agreement with the parallel plate
capacitor estimate.

Next we included a 0.5-μm-thick implanted layer on top of the Si wafer to
study the response of the probe as a function of the implant sheet resistance Rsh.
The wafer resistivity ρsub was fixed at 20 �·cm in this case and Zsub is given by
Eq. (6). The lumped element model shown in Figure 4(a) now includes the implant
impedance Z imp = G · Rsh, where G ∼ 1 is the geometrical coefficient dependent
on the probe geometry (e.g., see Eq. (11) for the coaxial probe). The results for
both lumped element and FEM are shown in Figure 4(b). Again, the agreement
between them is excellent over the range of implant sheet resistances from 100
to 800 �/sq. In this case the values of D and Cc were fixed as determined from
the fitting of FEM data for bulk Si, and the geometrical coefficient G was the
only fitting parameter. The fact that the FEM data can be fit so well with only a
single fitting parameter is indicative of the robustness of the model and also of the
fact that both D (∼tip cross section) and Cc depend only on the tip geometry and
tip-sample separation.

4.3 Resonant Transmission Line

To increase the measurement sensitivity many microwave microscopes employ a
distributed circuit resonator which reduces the impedance mismatch, |Z tE| � Z0

or |Z tM| � Z0, between the tip and the probe feed line. Using standard transmission
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FIGURE 4. (a) Lumped element model for implanted Si in the case of implant thickness

timp � D, |kimp|D � 1 and |ksub|D � 1. (b) Comparison of the lumped element model

and high frequency finite element numerical data for the real and imaginary parts of the

reflection coefficient as a function of the implant sheet resistance for implanted Si wafers

with bulk resistivity of 20 �-cm. The open symbols are the FEM data and the lines are fits

to the FEM data using the analytical model.

line theory, one can solve for the voltage at any point in the microscope, includ-
ing an external detector [76,101,102]. Such models can include many details of
the microscope design and are very successful at reproducing its gross and fine
properties. The disadvantage of such models is the lack of clear intuitive analytical
expressions for the measured quantities. Here we suggest an approach that pro-
vides general analytical expressions relating the sample electrodynamic properties
to the probe resonant frequency and Q-factor.

The resonant condition of a transmission line resonator can be written as follows
[103]:

exp (−i2hL) 0 = exp (−i2πn) (15)

where L is the resonator length, h = h′ − ih′′ = ω(ε0εeffμ0)1/2 − ih′′ (h′ � h′′) is
the transmission line complex propagation constant, ε0 is vacuum permittivity, μ0

is vacuum permeability, εeff is the effective dielectric constant of the transmission
line,  is given by Eq. (13) or (14), 0 is the complex reflection coefficient from
the resonator opposite end (i.e., short, open, or coupling impedance), and n = 1,2,
. . . is the mode number. As an example consider an electric tip terminating a half-
wavelength resonator. Substitution of 0 = 1 and (13) into (15), using the complex
angular frequencyω = ω′ + iω′′, and separating the real and imaginary parts yields
the following expressions for the probe resonant frequency F = ω′/2π and the
unloaded Q-factor:

F = πn

2π L
√

ε0μ0εeff

[
1 + Z0 X tE

πn
(
R2

tE + X2
tE

)
]

(16)

Q = ω′

2ω′′ =
(

πn + Z0 X tE

R2
tE + X2

tE

)/(
2h′′L + 2Z0 RtE

R2
tE + X2

tE

)
(17)
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From Eq. (16) one can find the relative shift in the probe resonant frequency versus
change in the tip capacitance Ct for a low-loss sample as follows:

�F

F
= − Z0

L
√

ε0μ0εeff

�Ct (18)

Equation (18) provides an estimate for the microscope’s sensitivity to changes in
the tip capacitance. For typical probe parameters L ∼ 1 cm, Z0 ∼ 50 �, εeff ∼ 2
and typical precision in �F/F measurement ∼0.1 ppm, �Ct is on the order of
10−19 F = 100 zF. Capacitance resolution down to a few zepto-Farads has been
demonstrated in state-of-the-art experiments [104].

According to Eq. (17) there is a small change in the Q-factor due to change in
the probe resonant frequency ω′. In practice however, the losses are not uniform
in the transmission line, i.e., h′′ depends on z. In this case there will be an extra
change in Q due to redistribution of the resonator currents near the tip (see also
[105]), even in the case of a lossless sample.

Using the above approach for the magnetic tip one can obtain expressions similar
to Eqs. (16) and (17), which are omitted here due to limited space.

4.4 Lumped Element/Series and Parallel Models

Lumped element models are useful for understanding the properties of a single
resonance of the microscope. The simple inductor-resistor-capacitor (LRC) series
or parallel models have proven successful for generating simple intuitive formulas
for microscope behavior [89,106–108]. The tip impedance Z t should be added in
parallel with the capacitor for electric probes [77] or in series with the inductor
for magnetic probes [16,100].

4.5 Full-Wave Analysis

If the near-field tip forms a discontinuity in the probe transmission line or waveg-
uide it can be analyzed by the modal analysis technique [20] from which the
equivalent lumped element circuit for the discontinuity can be derived using one
of the standard discontinuity representations [109]. Then one can proceed to Eqs.
(13) and (15) to relate the sample electrodynamic properties to the probe detectable
quantities.

Another way to carry out a full-wave analysis is to use numerical simulations
of the problem [59,100]. One example is shown in Figure 5 where the fringe
electric field near the open end of a parallel strip transmission line (see Figure 1(e))
was simulated using Ansoft’s HFSSTM, a full-wave 3D finite element modeler of
Maxwell’s equations. The parallel strip transmission line is formed by 1-μm-thick
and 4-μm-wide metallic strips separated by a 4-μm-thick quartz dielectric. Figure
5(a) shows the E-field in the case when no sample is present, i.e., the sample
being vacuum. In Figure 5(b) the tip is placed 100 nm above a bulk Si sample with
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FIGURE 5. Numerical simulation of the fringe electric field at 5 GHz near the open end of

the parallel-plate strip-line probe for (a) vacuum and (b) 0.01 �·cm resistivity Si samples.

The solid lines are intensity contour plots of the E-field magnitude.

resistivity 0.01 �-cm. Such a resistivity at 5 GHz provides ε′ � ε′′ = 1/ε0ωρ,
while the skin-depth is still much greater than the tip size. The solid lines are the
intensity contour plots for the E-field. The scale is chosen such that the outermost
line indicates where the probing field is reduced by 20 times compared to its
maximum value at the sample surface, which differs by almost four orders of
magnitude for the two samples. One can see that the field probing depth is basically
the same for both samples. It is unaffected by the sample electrodynamic properties
and is governed primarily by the tip geometry.

4.6 Cavity Perturbation Approach

Typically, the volume occupied by the probing fields is much less than the overall
resonator volume. Thus a cavity perturbation approach [20] can be employed to
calculate changes in the resonant frequency and Q-factor of the probe due to
its interaction with the sample [105,110]. For example, to calculate changes in
the probe resonant frequency F and Q-factor associated with measurement of
a low-loss homogeneous dielectric thin-film of unknown complex permittivity
εfilm = ε′

film(1 − i tan δ) facked by an arbitrary substrate, one proceeds as follows.
Assume that there are two resonant probes that have the same geometry but differ
in the sample that is being measured. One sample is the thin-film sample under
test, and the other is an air film with relative permittivity εair = 1 of the same
thickness and backed by the same substrate as the film under test. One can then
calculate the electric fields in the two cases, assuming that everything else about
the measurement is identical. The two field solutions shall be called E1 and E2.
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Cavity perturbation theory shows that

�F

F
∼= − (

ε′
film − 1

) ε0

4W

∫
Vs

E1 · E2 dV (19)

�

(
1

Q

)
= − tan δ

2ε′
film

ε′
film − 1

�F

F
(20)

where W is the total energy stored in the resonator, and Vs is the volume of the
thin film.

The electric fields E1 and E2 can be calculated by a number of means. One
popular choice is to invoke the electrostatic approximation that holds at distances
much less than the wavelength from the source, and use the solutions to Poisson’s
equation for the electric field. Another choice is to use a Fourier optics decom-
position of the fields due to a source (such as a sphere above a plane [111], or
an electrically small dipole above an interface [112,113]) and directly calculate
�F /F through the integrated Poynting vector. A third approach is to use full-wave
numerical solutions to Maxwell’s equations (see 4.7) for the perturbation calcula-
tion. If only the film loss tangent is to be determined from the experiment then no
field solution is required if both �(1/Q) and �F /F are measured simultaneously
and ε′

film is known.

4.7 Spatial Resolution

To discuss the spatial resolution of a near-field probe it is convenient to divide
the subject into the qualitative (or imaging) and quantitative (e.g., metrological)
resolutions (see [114]). Empirically, the imaging resolution can be defined as
the size of the smallest feature that can be observed on a high contrast sample
such as alternating strips of high and low permittivity (e.g., metal/dielectric) or
permeability material for electric or magnetic probes, respectively. This concept
has been widely employed in practice [57,65] and is somewhat similar to using
a Au/C combination to define the ultimate resolution of the scanning electron
microscope. The metrological resolution however shall be defined as the size of an
area or volume such that the probe response is insensitive to the material properties
outside of it. In other words, the volumes that confine, say, 50% and nearly 100%
of the energy stored in the probing field determine the microscope’s qualitative
and quantitative resolutions, respectively. While imaging resolution is generally
sample dependent, the metrological one is basically defined by the probe geometry
due to the static character of a near-field (see also Figure 5).

The imaging resolution of a near-field microwave probe is typically governed by
the probe’s smallest feature size such as the curvature of an STM or AFM tip apex.
Other authors have discussed features governing microwave microscope spatial
resolution as well [59,66,106,115–117]. It has been argued elsewhere [118] that
for metallic tips the tip geometry rather than the skin-depth of the tip material is the
limiting length scale. Limits in the range of a few nanometers have been discussed
by several authors [57,65,88,119]. Such an extreme resolution is generally due to
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redistribution of the currents/charges at the tip in the presence of high permittivity
sample where an image of the probe is induced. At the same time, the metrological
resolution of apertureless probes could be on the order of a few hundred microns
as governed by the length of entire STM tip wire or AFM cantilever (see Figure
1(b,c)). This is basically due to the energy stored in the probe parasitic stray field
or the “non-tip-end field component” [120]. In the STM-tip based resonant probe,
for example, this could account for up to 50% [120] of the total frequency shift
caused by the sample and therefore, according to the resonant cavity perturbation
theory [20], a similar portion of the reactive probing energy as well.

To take full advantage of small antenna feature sizes, the tip must be kept as
close as possible to the sample surface. Scanning tunneling, atomic force, and
shear-force distance control mechanisms or just a mechanical contact can be used
to achieve ultra-resolution, as discussed in section 2.4.

4.8 Quantitative Materials Property Imaging

One advantage of near-field microwave microscopy is the ability to image prop-
erties of materials in a quantitative manner. This is possible because of the rel-
ative simplicity of the physics of electromagnetic interactions with materials at
microwave frequencies. There are two approaches to quantitative imaging. The
semi-empirical approach employs standard samples of known properties to es-
tablish a calibration data set. The properties of unknown samples are then found
by converting the measured quantity into the unknown value through some type
of interpolation scheme. These methods are best when they are backed up with
a model that justifies the calibration and interpolation routine, (see for example
[15,93,102,105,121]). The other approach is to rely entirely on calculations of the
probe-sample interaction and to work backward from measured results to deduce
the unknown sample property (see, for example, [122]). One drawback of such
an approach is that it typically requires knowledge of the exact tip geometry and
tip-sample separation.

5 Experimental/Empirical Results in Microwave Microscopy

Here we present an overview of experimental results of microwave materials
property investigation with scanning near-field microwave microscopes at sub-
wavelength resolution between 100 MHz and 100 GHz. The overview is broken
down in terms of materials properties, including dielectrics and ferroelectrics,
semiconductors, metals, superconductors, and biological specimens.

5.1 Dielectrics and Ferroelectrics

Insulating materials can display interesting and unique polarization dynamics due
to their electrically charged internal constituents. They can also be of technological
interest for their ability to store information in the form of ferroelectric polarization,
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and to serve as either low- or high-dielectric constant materials in wiring networks
or capacitors. It is of interest to characterize the dielectric properties of these
materials on short length scales because of their use in highly integrated electronics
applications. Fundamental materials concerns include the microscopic origins of
dielectric response and its sensitivity to defects, the origins of dielectric loss, and the
ultimate limit to the size of a stable and switchable ferroelectric domain. Materials
issues include the engineering of materials with controlled dielectric response
(usually with very high or very low dielectric constant), minimizing dielectric
losses, and maximizing ferroelectric polarization, as well as piezoelectric, and
magneto-electric effects. Near-field microwave microscopes offer opportunities to
investigate all of these properties. We discuss first the localized linear response
measurements, followed by the nonlinear response, and finally measurements of
dielectric loss.

5.1.1 Linear Dielectric Response

The use of open-ended coaxial transmission lines and resonators to measure linear
dielectric response has a very long history [123,124]. The first scanned measure-
ments of dielectric contrast at microwave frequencies used lumped element [64],
coaxial [65,125–128], and microstrip resonators [115] but did not extract quanti-
tative measurements of the dielectric constant. Later quantitative modeling of the
probe–sample interaction led to the development of quantitative local dielectric
constant measurements [12,105,110,120,129–136]. Most of these techniques em-
ploy an electric probing tip in contact with the sample. These models relate the
sample dielectric constant to the measured frequency shift, and rely on knowledge
of the probe and sample geometry, as well as an accurate model of the electric field
structure at microwave frequencies. Recently, a novel non-contact technique for
dielectric constant metrology of thin films has been developed by Talanov et al.
[15]. It requires no knowledge of either the tip geometry or absolute tip-sample
distance, while a shear-force distance control mechanism is used to hold the tip in
close proximity to the sample.

Most models employed to date assume that the electrostatic field structure is
adequate for these calculations, although experimental and numerical work to
investigate finite frequency effects is underway [137]. This method of imaging
has proven very useful for the evaluation of sample properties in combinatorial
dielectric libraries [138–144]. The imaging of combinatorial libraries and phase
diagrams has been reviewed in references [145,146].

5.1.2 Nonlinear Dielectric Response

The microscopes developed for linear dielectric response also prove useful for
nonlinear dielectric imaging. Because these microscopes use field-concentrating
features, such as STM and AFM tips, in contact with the film, a low-frequency
electric field can be locally applied to the sample in addition to the microwave elec-
tric field. The additional field can influence the dielectric response of the material.
This method of imaging was pioneered by Cho, who showed how higher-order
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terms in the electric displacement versus electric field D(E) relationship could be
measured with a scanning coaxial microscope [64,65]. An important advantage of
nonlinear imaging is the fact that the sample response is more and more localized
near the tip as higher order nonlinearities are measured [147]. The higher-order
dielectric constants are proportional to higher powers of the electric field. Because
the near-field decays on a scale on the order of the tip size, these higher powers are
more concentrated beneath the tip, both laterally and in terms of depth. However,
the higher order nonlinear terms become smaller with increasing order, making
the measurements more sensitive to noise. Nonlinear dielectric imaging has also
been pursued by other groups [91,110,130,131,148–151], including quantitative
results for the higher-order terms in the nonlinear D(E) expansion [110,129,130].

It was also found that the nonlinear dielectric response is sensitive to internal
de-polarizing fields in polarized materials. The internal field has the effect of
shifting the nonlinear dielectric constant versus applied field curve. The amount
of shift is proportional to the local value of polarization, making it possible to
image a quantity proportional to polarization. This technique was employed in
reference [131] to image ferroelectric domains in periodically poled LiNbO3, to
image locally switched domains of deuterated triglycine sulfate (DTGS), and to
image domain formation and coarsening at the paraelectric to ferroelectric phase
transition in DTGS at the Curie temperature TC ≈ 340 K, as shown in Figure 6
[102,131].

5.1.3 Dielectric Losses

It was shown above that microwave microscopes have the ability to determine
losses in a sample through measurement of the quality factor, Q. The minimum
value of tanδ that can be measured is determined by the ratio of the energies
stored in the tip sampling volume and the probe resonator as well as the exper-
imental capability to measure small differences in Q. Eq. (20) shows that for a
typical frequency shift �F/F ∼10−3 and state-of-the-art sensitivity in Q-factor
measurement �(1/Q) ∼10−6, loss tangents down to 10−3 can be detected.

Many techniques have been developed to measure dielectric loss in stationary
conditions on bulk samples [123]. A scanned probe measurement of dielectric
loss was first presented by reference [105], where they measured dielectric loss
values between 1.5 × 10−3 and 5 × 10−1 in oxide single crystals, and between 0.01
and 0.2 in SrTiO3 and Ba-Sr-Ti-O thin films. Other researchers have measured loss
contrast [128,132,152] and values of tanδ as small as 1.4 × 10−3 in yttria-stabilized
zirconia [133].

5.2 Semiconductors

Semiconducting materials are intermediate between insulators and metals in that
they offer two parallel conduction channels: displacement and physical. As the
doping density increases, the two conduction mechanisms can become comparable
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FIGURE 6. Domain formation in a deuterated triglycine sulfate crystal at 320 K. The non-

linear dielectric response images are of the same 100 × 100-μm region of the sample, at

different times following cooling from 380 K (above TC) to 320 K (below TC). The signal

is proportional to the local vertical component of polarization (down is dark, up is bright).

The elapsed time in minutes is shown in the upper left corner of each image. For further

details, see references [102,131].

at microwave frequencies (see Eq. (4)). Hence microwave microscopes have been
pursued as a sensitive way to measure localized doping profiles in semiconductors.

5.2.1 Linear Response

Some of the earliest work on near-field microwave microscopy was devoted to
sheet resistance measurements in semiconductors [31,153] and employed scanned
coaxial probes [154,155]. Further work explored high-resolution sheet resistance
contrast and imaging [57,77,92,156]. Dopant profiling was done through capaci-
tance imaging [157] and spatially resolved measurements of recombination life-
times have also been done [107,158,159]. Semiconductor thermography [160] and
carrier concentration [107] can be measured through near-field techniques as well.

5.2.2 Nonlinear Response

Semiconductor samples also show a nonlinear response. The applied RF and mi-
crowave electric fields can create carrier concentration enhancement or depletion
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near surfaces and buried p/n junctions. This has the effect of changing the capac-
itance between the probe and sample in a way that depends on the instantaneous
value and peak amplitude of the applied oscillating electric field. Such variations
can give rise to harmonic generation, mixing, or intermodulation of signals in a lo-
calized area around the microscope probe. Nonlinear spectroscopy measurements
were carried out at high resolution by [46] and [161]. Later [162] demonstrated
that the nonlinear response could be used to significantly enhance the spatial reso-
lution of the microwave microscope. Nonlinear semiconductor spectroscopy was
also used to image variation of local carrier density in indium tin oxide [117].

5.3 Metals

The imaging of metals by near-field microwave microscopes has been a very
fruitful area of investigation. The microscopes are sensitive to probe-sample ca-
pacitance and sample topography, sheet resistance of thin films, and spin properties
of ferromagnetic metals and impurities.

5.3.1 Capacitance/Topography

Scanning capacitance microscopy (SCM) has benefited greatly from the use of res-
onant RF and microwave techniques. The earliest use of a “scanning microwave
microscope” for topographic and capacitive imaging was the RCA VideoDisk
player [163,164]. This instrument used a 1-GHz lumped LC oscillator that em-
ployed a metal-coated tip as one part of the capacitor. As the tip moved over the
surface of a corrugated disc, the capacitance variations would be detected through
variation of the resonant frequency of the circuit, and information could be re-
trieved from the topography of the disc. The microscope could detect topography
on the order of 0.3 nm with a spatial resolution of 100 nm. Other microwave
frequency scanning capacitance microscopes have followed from this invention
[165–168]. In most cases, the probe-sample capacitance forms part of a capacitor
in a resonant lumped LC circuit. One measures the resonant frequency shift as
the probe moves over the sample. This can yield sensitivities to changes in ca-
pacitance on the order of zepto-Farads, as demonstrated above. Other near-field
microwave microscopes have been employed for quantitative topographic imag-
ing [56,57,76,82,101,104,126,169,170]. Generally speaking, scanned microwave
dielectric measurements are basically just capacitance measurements combined
with detailed knowledge of the probe and sample geometry. The reader can find
more on scanning capacitance microscopy in the chapter by J. Kopanski in this
book.

5.3.2 Thin Films/Sheet Resistance/Hall Effect

The microwave microscope has found application as a quantitative measurement of
metallic thin-film sheet resistance. After early experiments demonstrating contrast
from metallic thin films [76,152,153], Steinhauer et al. showed that systematic
and quantitative results could be obtained for sheet resistance and topography
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FIGURE 7. STM topography image and frequency shift image of the surface of a

La1.4Sr1.6Mn2O7 single crystal, taken at 298 K and 7.47 GHz, with a bias of 1 V and

tunnel current of 0.5 nA. Sample provided by Y. Mukovskii.

by combining the frequency shift and Q-factor measurements [14,93,121]. Other
groups developed microscopes with similar capabilities [68,89,169,171–176], in-
cluding measurements of thin-film conductivity in ferromagnetic combinatorial
libraries [140]. An interesting use of the millimeter-wave waveguide microscope
was the measurement of local Hall effect signals [177], and polarization contrast
[39,178].

Also of significance is the search for nm-scale inhomogeneity in correlated elec-
tron metals such as cuprates and manganites [57,179]. Figure 7 shows an example
result from an STM-assisted near-field microwave microscope. The frequency shift
image shows distinct contrast from sample property variations that are not present
in the STM topography image. These local variations contain information about
the local sheet resistance and the microscopic physics of the manganite materials.

5.3.3 Ferromagnets/Permeability

The earliest microwave microscope was used to image ferromagnetic resonance
[3,4]. Later generations of microscopes returned to the problem of permeability
contrast and magnetic resonance. The scanning SQUID microscope was used to
generate microwave and millimeter-wave signals in close proximity to the SQUID.
The sample response to the high frequency magnetic fields modified the proper-
ties of the SQUID, giving rise to contrast [69,70]. Ferromagnetic resonance probes
were employed for eddy current microscopy [180]. Later, reference [16] employed
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a scanned loop probe to make quantitative images of magnetic permeability in fer-
romagnetic and paramagnetic metals. This microscope was also used to perform
imaging of ferromagnetic resonance fields in a bulk manganite sample. A resonant
slit microscope was also used to measure ferromagnetic resonance in nanopar-
ticles [181]. Ferromagnetic resonance force microscopy was also developed for
investigation of very small localized magnetic moments [182,183].

5.3.4 Electron Spin Resonance Microscopy

An exciting use of microwave microscopes is in electron spin resonance (ESR)
microscopy [184]. The pioneering work of Ikeya et al. on various ESR microscopes
covered many applications in biology, medicine, dentistry, and materials [185–
190]. An important objective is to detect spin resonance from a single spin in a
sample. This ultimate limit has been pursued through an STM tunnel junction
[188,189,191,192].

5.4 Superconductors

The interest in high-temperature superconductors since their discovery in 1986 has
spawned research on local investigations of their linear and nonlinear response.
These microscopes involve the use of a cryogenic environment for the sample,
complicating the operation of the instrument. An early microscope could measure
variations in the transition temperature of a superconducting film, as well as some
temperature dependence of the local microwave losses [193]. Other work was done
imaging high-Tc superconductors [73,194–196], including Tc imaging [172], as
well as imaging bulk Nb [171,172].

The nonlinear properties of superconductors are important for both fundamental
and practical reasons. On the fundamental side, the measurement of an intrinsic
nonlinear Meissner response is an important goal. Most measurements of this small
nonlinearity are overwhelmed by extrinsic nonlinearities, most of which come
from edges and corners of samples where large current densities build up. Early
experiments were done to identify the local sources of intermodulation distortion
in resonant superconducting devices [197]. Later experiments used a scanned
magnetic loop probe to apply a focused local current distribution at points far from
edges and defects in the superconducting sample [71–75,198]. These experiments
successfully resolved a localized source of nonlinearity (a single grain boundary
Josephson tunnel junction) and found results for spatial and power dependence of
the nonlinear signals in good agreement with models of the junction.

5.5 Biological Samples

Microwave techniques are attractive for biological applications because of their
sensitivity to water and dielectric contrast [95]. Early dielectric measurements
on biological samples were carried out by [124,199–201]. Scanned microwave
measurements to determine water content and mineral content were carried out by
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Tabib-Azar et al. [66,115,202]. Images were also made of dried DNA [116]. Living
biological samples often have to be imaged inside saline solutions. Here, as in
semiconductors, there are two parallel conduction channels: displacement currents
through the water dielectric (with εr ∼ 80), and conduction current through the salt
ions. On a related note, an early use of the STM-assisted microwave microscope
was molecular spectroscopy measurements. It was predicted that harmonics due
to molecular rotations on a surface would provide unique signatures of molecules
[61].

5.6 Parametric Microwave Microscopy

It is of interest to explore the properties of materials at microwave frequencies as
a function of other variables or parameters. The dependence of conductivity or
dielectric constant on other parameters can give insights into the physical origin
of the microwave properties of materials, for example.

5.6.1 Electric Field

Low-frequency electric fields can be used to modify the structure of polar dielec-
tric materials. These changes will in turn modify the dielectric properties of the
material. The measurement of nonlinear dielectric response has been investigated
by several groups [64,65,110,117,129,130,147]. The low-frequency electric field
is typically applied between a sharp tip in contact with the dielectric and a counter
electrode. Field strengths on the order of 106–108 V/cm can be easily applied in
thin-film dielectrics. Further, if the material is polarized, it will contain internal
depolarization fields. These fields act in a way similar to external bias and shift
the nonlinear dielectric versus external bias curves left of right on the bias voltage
axis. Such shifts indirectly measure the local polarization of the material under-
neath the tip [102,131]. Figure 6 shows an example of local polarization imaging
in a ferroelectric crystal.

5.6.2 Magnetic Field

A low-frequency magnetic field can be applied during microwave microscopy
to modify the magnetic properties of a sample. For example the magnetic field
can be used to induce ferromagnetic resonance (FMR) in the sample at a fre-
quency that matches that of the microwave microscope [3,4,16,28,29]. The work
of [16] acquired images of the FMR resonant field as a function of position over
a La0.8Sr0.2MnO3 (LSMO) sample in a fixed external magnetic field.

5.6.3 Temperature

The microwave properties of materials can vary dramatically with temperature. For
example, phase transitions can occur which cause a change of state and ordering
in a material. One example is the ferroelectric to paraelectric phase transition
at the Curie temperature, TC. Steinhauer et al. have imaged the development of
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ferroelectric domains out of a paraelectric background as a deuterated triglycine
sulfate sample is cooled through TC ≈ 340 K (Figure 6). They observed a peak in
the dielectric constant at TC, and a scaling of the domain sizes (coarsening) using
a microscope that can vary the sample temperature from room temperature to 400
K [102,131].

Microwave microscopes have also been developed to study the low temper-
ature microwave properties of materials [57,193,195,196]. Most of this work
has investigated superconducting properties, including the transition temperature
[193,195], the surface resistance [193], and local nonlinear electrodynamic proper-
ties [71–75]. One challenge with these microscopes is motion control at cryogenic
temperatures. Solutions include generating the motion at room temperature and
transmitting it to the low-temperature environment through mechanical coupling
[94,126,171,172,195,197,198,203,204], or to use piezoelectric tubes in the cryo-
genic environment (see Figure 7) [57].

5.6.4 Frequency

Some physical properties measured at microwave frequencies can be frequency
dependent. One example is dispersion of dielectric properties due to the contri-
bution of different polarization mechanisms to the total dielectric response. One
approach is to build a tunable resonant detection system [117,175,205] by varying
the physical size of the microwave detector resonator. This can also vary the cou-
pling between the microwave source and the microscope. One also has the option
with transmission line resonators to excite higher-order resonant modes of the sys-
tem to perform broadband microwave imaging [76]. This has been employed to
perform broadband dielectric imaging of Ba-Sr-Ti-O thin-film samples [137,206].

6 Future Directions

The future of near-field microwave microscopy has many promising directions.
We discuss a few of these below.

6.1 Theory

Much remains to be learned about generating near-zone or evanescent fields, how
they interact with the sample, and the most efficient ways to control the confin-
ing volume and recover the information contained in their high spatial frequency
harmonics (see also section 6.7). Another topic of theoretical study is the rela-
tionship between the near-zone and evanescent description of the fields generated
by the near-field probes. In the area of quantitative measurements the theory of
probe-sample interaction for a multilayer, stratified, and/or anisotropic sample is
of great importance and such work is already underway [95]. We also believe that
approaches developed in conventional antenna theory (see for example [112,207])
as well as the Poynting theorem (see Eqs. (1) and (2)) could be leveraged for this
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purpose. For example, they may be employed to determine the conditions when the
far-field radiation from the tip can be neglected, which is important for measuring
losses in samples.

6.2 Instrumentation

Development of novel probe geometries is necessary to reduce the tip stray capac-
itance found in many microscopes. This will inevitably improve the sensitivity and
spatial resolution of microwave microscopes [208]. Advanced shielding structures
for AFM probes are being fabricated [66]. Yet another goal is reduction of the par-
asitic far-field radiation from the probe, which can be achieved by using balanced
quadrupole-like (and higher order) tip geometries [114]. One more open ques-
tion is the influence of the tip-sample ponderomotive forces on the probe-sample
distance control.

6.3 Nano-Imaging

It is clear that microwave microscopes can measure contrast on nanometerlength
scales, perhaps even quantitatively, and many new scientifically and technolog-
ically interesting materials have features on nm scales. For example, magneto-
electric nano-composites have very large interface areas between the ferroelectric
and ferromagnetic constituents [209]. This can lead to an enhanced magneto-
electric effect. Other electrical and mechanical phenomena can be enhanced
through nano-engineering of materials, and these would be interesting to investi-
gate locally at microwave frequencies. There is also scientific interest in generating
materials contrast on nanometer scales. For example, colossal magneto-resistive
materials (see Figure 7) have phase separation into ferromagnetic metallic and
charge-ordered insulating regions on nanometer length scales. There are other
correlated electron materials that are expected to have similar nano-structure, such
as cuprate superconductors. For example, it may also be possible to perform do-
main wall resonance imaging [210] with microwave microscopes. One concern
with nano-imaging is the eventual breakdown of the macroscopic constitutive
properties (ε and μ) concept [211,212], and the emergence of quantum properties.

6.4 Single-Spin Microwave Microscopy

Further progress on detecting the spin of a single electron through localized electron
spin resonance [41,213] will be made. If this capability can be extended to spin-
polarized tunneling, then new applications in quantum computing [192,214] and
nano-microwave oscillators [215] may be forthcoming.

6.5 Coupling to High-Speed Nanodevices

The microwave microscope offers the opportunity to couple high-speed signals
locally to nanodevices such as nano-electromechanical devices (quantum-limited
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GHz oscillators) and carbon nanotube transistors. Multi-walled nanotubes are be-
ing investigated for use as interconnects in integrated circuits [216]. The micro-
scope is well suited for measurements of the quantum of resistance, inductance, and
capacitance in single nanotubes [217]. The microscope can also be used to measure
Coulomb blockade tunneling at RF and microwave frequencies in a mesoscopic
device [61].

6.6 Biological Imaging

Much remains to be learned about the capabilities of near-field microscopes in bi-
ological imaging [95,115]. There is a great challenge/opportunity to image living
cells in their saline solutions. It is possible to design a microscope that has equal
current flow through the dielectric and conduction channels in such solutions.
These may be very sensitive to small variations in ion concentration or mem-
brane dielectric properties. There is also interest in applying near-field microwave
techniques to localized heating of biological media [218].

6.7 Metamaterial Near-Field Lenses

The development of left-handed metamaterials [219] has opened the possibility
of new applications in near-field microscopy. One possible new application is
that of a near-field flat lens [22,220]. Such lenses take a source in the near-field
of a slab of negative index of refraction and convert it into a super-resolution
image on the other side, and have been demonstrated at microwave frequencies
[221]. In other words, the superlens retains high spatial frequency information
in constructing an image. The lens can amplify evanescent waves in a range of
wavenumbers, depending on its loss [222]. Integrating such a lens with a near-
field microwave microscope may allow further improvements in spatial resolution,
or may facilitate new measurements on systems that cannot be studied directly
with scanned probes, such as buried features [223]. Another possibility is the
manipulation of surface plasmons at microwave and millimeter-wave frequencies
[224] to produce enhanced transmission through sub-wavelength apertures [225]
for near-field micro- or nano-spectroscopy.
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