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This paper discusses some of the major experimental features of microwave nonlinearity in
high temperature superconductors, both intrinsic and extrinsic. The case is made for solving
the problem of extrinsic nonlinearity through the use of localized measurements of microwave
surface impedance and electromagnetic fields. Along these lines, a brief introduction is given
to our work on scanning near-field microwave microscopy.
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1. INTRODUCTION consulted first by newcomers to the field. We will first
review the main experimental techniques used to

There is widespread hope that high-Tc supercon-
quantify the degree of nonlinearity present in super-

ducting (HTS) microwave devices will be the first to
conducting devices and materials. We then discuss the

fulfill the promise of abundant everyday applications
sources of nonlinearity which have been identified,

of superconductors. However, the use of HTS mater-
concentrating on those sources of nonlinearity which

ials in these applications is predicated on their ability
are known to be extrinsic. We next discuss some

to remain linear under a variety of operating con-
empirical correlations between the material and

ditions. This article briefly reviews our experimental
device properties and the degree of nonlinearity. We

understanding of nonlinearities in HTS materials and
then briefly discuss new techniques designed to

microwave devices, and then proposes a new route to
characterize inhomogeneities in materials and seek

understanding and eventually controlling the micro-
out the microscopic origins of nonlinearity. Finally,

scopic causes of nonlinearity. The subject of non-
we conclude with our vision for the future evolution

linearity in high-Tc superconductors is truly immense
of this field.

and beyond the scope of this paper to summarize.
Instead, we will provide one perspective on this
aspect of high temperature superconductivity and a 2. EXPERIMENTAL METHODS

simple vision for its future. The reader should be
Nonlinearity in superconducting devices is mani-

aware that many other perspectives exist on this sub-
fested by the fact that the device behavior is not

ject and the references should be consulted whenever
invariant with respect to changes in the input power.

possible for some of these alternative ideas.
Properties which change with power level include the

A great deal is known about the properties of
widening of the pass band frequency range and

HTS materials at microwave frequencies, and par-
increase of the insertion loss of a band-pass filter, or

ticularly at high power. There exist several excellent
the reduction of the quality factor (Q) and shift in

review articles [1–3] and books [4–6] on the nonlinear
the resonant frequency of a high-Q superconducting

properties of high-Tc superconductors, and should be
resonator. Other forms of nonlinearity come from
frequency conversion, and include intermodulation of1Center for Superconductivity Research, Department of Physics,

University of Maryland, College Park, Maryland 20742-4111. two or more signals in the pass band of a filter, or
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harmonic generation in wideband devices such as device is time reversal symmetric (e.g., no trapped
flux is present) then the I–V curve must obey the con-delay lines. All of these manifestations of nonlinearity

can be traced to the fact that the electrodynamic dition V(−I)G−V(I). If this is the case, then only odd
harmonic terms can arise from nonlinearities in theproperties of a superconductor are fundamentally

nonlinear. One direct measure of nonlinearity is how I–V curve of the device [5,16]. The first ( f1) and third
(3f1) harmonics exiting the device are measured as athe surface impedance depends on rf power. How-

ever, more sensitive (and practical) measurements of function of the input power at frequency f1 [17–19]. It
is found that with increasing field strength, harmonicnonlinearity exist. These include quantitative

measurements of harmonic generation and inter- generation, and intermodulation, will generally
appear before one observes a change in the surfacemodulation distortion. All of these characterization

methods are global in the sense that the entire device impedance [8]. A significant disadvantage of this tech-
nique is the need to create a broadband device [18],is treated as a ‘‘black box.’’ To make progress in tam-

ing nonlinearities, it is essential that we obtain a or measurement system [19], which can characterize
the sample at both the fundamental and third har-microscopic picture of the sources of nonlinearities.

In Sect. 4, we discuss a new class of experimental monic frequencies. In addition, one obtains no
detailed spatially resolved measure of where or howmethods which are being developed to uncover the

microscopic origins of material inhomogeneity and the harmonics are generated, except at the edges of
the sample [19].nonlinearity.

2.1. Power-Dependent Surface Impedance 2.3. Intermodulation

The intermodulation measurement of non-Resonant techniques are often employed to mea-
sure the surface impedance of superconductors. The linearity overcomes the problem of device bandwidth

required for harmonic generation measurements. Itsurface resistance can be deduced from measurements
of the Q of the resonator, while the surface reactance also has the advantage of simulating a common real-

world problem associated with nonlinearity: the mix-is found from measurements of the frequency shift of
the resonator [7]. It is generally found that the surface ing of two or more signals to create phantom signals

in the same band. In this technique, two signals atresistance and reactance tends to increase as higher
microwave powers are applied. Nonlinearity often frequencies f1 and f2 are applied to the device, both

within the passband. Typically, the difference fre-shows up first as changes in the resonator trans-
mission response as a function of frequency [8–11]. quency ∆fGf2Af1 is much less than the device band-

width, but large enough to be outside the wings ofThe surface resistance and reactance are generally
observed to increase quadratically with rf field the phase noise associated with the primary signals.

The third order nonlinearity generates harmonics atstrength, Hrf , over a range of rf powers [12,13].
Beyond a critical rf field strength, the increase is frequencies 2f1Af2 and 2f2Af1 (among others), which

are ∆f below f1 and ∆f above f2 , respectively. Sincefaster than quadratic, possibly indicating heating, or
a breakdown associated with the superconducting-to- all the signals are within the device bandwidth, no

special broadband design is necessary. As the powernormal-state transition. These measurements have
the disadvantage that they are global measurements in the primary signals is increased, the power

observed in third harmonic signals generally increasesand make the assumption that the material is homo-
geneous. In reality, only a few areas of the film may three times as fast [5]. Although this characterization

technique is convenient and directly relevant to suchbe dominating the losses [14]. Thus, a relatively
homogeneous film with a few defective areas may be things as filter applications, it suffers once again from

being a global or ‘‘black box’’ technique. In otherjudged equivalent to a homogeneously degraded film
[15]. words conventional intermodulation simply describes

the overall nonlinearity and does not reveal local root
causes of the problem.

2.2. Harmonic Generation
Another problem with both harmonic gener-

ation and intermodulation measurements is that theA somewhat more sensitive measure of nonlin-
earity can be obtained through measurements of har- harmonic signal often does not scale as the third

power of the input signal. It is often observed thatmonic generation in HTS devices. In this method, a
signal at frequency f1 is applied to the device. If the the slope of the third harmonic response vs. the input
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power has a slope less than 3, or it executes an ‘‘S- depend on the strength of the applied field. One
consequence of this effect is nonlinearity in theshaped’’ pattern [18,20,21]. A proposal that the S-

shaped third harmonic response is due to a redistri- power-dependent inductance of superconducting
transmission lines. For a d-wave superconductor, onebution of current in the device does not appear to be

correct [22]. Clearly, resolution of these questions will finds that the 1 dB compression point for the kinetic
inductance of a thin film (thickness less than theonly come from a local investigation of the sources

of the third order nonlinearity. penetration depth) superconducting transmission line
is on the order of 103 Oe [23]. This field scale is very
high compared to Hc1 , but may occur in situations

3. THE ORIGINS OF NONLINEARITY IN
where there is a very strong field parallel to the super-

HTS MATERIALS
conducting surface, such as in a disk resonator.

More detailed calculations by Dahm and Scalap-There are four general categories of effects which
cause nonlinearity in HTS materials. A good visual ino show that intermodulation and third harmonics

are dominated by the nonlinear inductance of a d-aid for these effects can be found in the review article
mentioned above [2]. Each class is considered separ- wave superconductor in the intrinsic limit [24,25].

The magnitude of these nonlinearities are very smallately below.
compared to the more commonly experienced extrin-
sic nonlinearities discussed below. One distinctive

3.1. Intrinsic Nonlinearity of HTS Materials
prediction of their theory is that in the presence of
intrinsic d-wave nonlinearity, there should be anSuperconductors exist because they enjoy a free

energy advantage over the normal state at the same upturn in the intermodulation output at low tempera-
tures [24,25], distinctly different from nonlinear s-value of temperature, transport current, and mag-

netic field. However, this free energy advantage is wave superconductors, and many other forms of
nonlinearity.finite, and can be reduced to zero by increasing the

temperature, the magnetic field, or by applying a dc Another form of intrinsic nonlinearity may come
from spontaneously generated trapped flux in π -junc-transport current. In the last case, a significant

amount of energy can be stored in the kinetic energy tions at high-angle grain boundaries in HTS materials
[26]. This may give rise to second harmonic gener-of the supercurrent flow, thus reducing the free

energy gain of the superconducting state. The price ation in the absence of an externally applied magnetic
field [27].that is paid to transport the current is that the super-

conducting order parameter is suppressed. This in
turn reduces the superfluid density, and hence
increases the magnetic penetration depth. If still more

3.2. Extrinsic Nonlinearities in HTS Materials
current is carried by the superconductor, the suppres-
sion of superconducting properties is even more In principle, all extrinsic sources of nonlinearities

in HTS materials can be controlled by careful fabri-severe, until eventually the free energy advantage of
maintaining the superconducting state is lost entirely. cation and design. Geometrical sources of nonlin-

earity have been largely tamed through the use ofThis process is strongly nonlinear and is intrinsic to
the superconducting state. novel disk or Corbino [28] resonator geometries.

However, HTSC materials display numerous types ofThe practical consequences of these nonlinearit-
ies usually occur only under relatively extreme con- microscopic and mesoscopic defects, and there is still

little detailed understanding of how they contributeditions. Many of the effects are associated with the
non-linear Meissner effect. A nonlinear Meissner to nonlinearity. These defects include weak links as

well as other defects which cause runaway heating ofeffect means that a superconductor will not generate
a magnetization which is strictly proportional to the the material at high powers. The central question

which we must address is this: which defects areapplied field (as in the ideal Meissner state). Further
more, in a d-wave superconductor, the supercurrent responsible for nonlinearity, which can be safely

ignored, and which are actually beneficial? Once oneflowing in the directions of the nodes of the order
parameter can more easily gain kinetic energy suf- knows which defect is responsible for the problem its

effects on the surface impedance can be modelled andficient to cause depairing, and reduce the superfluid
response. Because the gap increases for directions on its presence can be reduced by altering the film

growth process.either side of the node, the amount of depairing will
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3.2.1. Geometry in which the grains are taken to be purely inductive
and the weak links are modeled using the resistively

In planar strip conducting structures, the spatial
shunted junction model [41]. For weak fields, thedistribution of current flowing parallel to an edge is
array of superconducting grains will be screened frominfluenced by self magnetic fields [29]. The current
the applied field. When the applied field becomesdensity is locally increased at edges [30] and, for a
large enough, flux will begin to penetrate the inter-given incident power, large screening currents can
granular material from the surface [42]. Thus, thecause the field to exceed Hc1 . Thus it is believed that
nonlinear behavior seen in granular HTS films is duenonlinear response starts at the edges [19]. The well-
to the nonlinear inductance and loss within the weakknown problem of edge current buildup and subsequ-
links. This implies that it is necessary to either employent breakdown of superconductivity in thin films has
single-crystal films or work with small grains whichbeen attacked from many angles [30–33]. Attempts
are strongly coupled to minimize the nonlinearity forto improve the situation by tapering the edges of the
high-power device applications [43–46].film or adding normal material do not seem to help

An interesting extreme case of weak link micro-[24].
wave nonlinearity can be created by growing an HTSHowever, it is found that increasing the width of
film on a bicrystal substrate to create a single domin-the conducting strip does help reduce the amount of
ant weak link. Oates and collaborators have studiednonlinearity at a given power level [18]. To further
the nonlinear surface impedance and intermodulationincrease the power handling capabilities of HTS
caused by such an engineered weak link in a striplinedevices, the shape of the conductor can be changed
resonator [47,48]. They found that the resistivelyfrom relatively narrow rectangular strips to patches
shunted junction model is successful at describing thewith dimensions similar in both directions. With this
main features of the data, as expected.geometry, the current is distributed over a larger con-

ductor surface and the peak field strength at the edges
becomes lower [21, 34]. A further refinement on this
idea is the use of circular disk resonators, which are 3.2.3. Thermal Effects
designed to excite rotationally symmetric TM0n0

As materials have improved, a new source ofmodes. These modes offer a unique property: they
nonlinearity has emerged: local heating and hot-spotcarry only radial components of the current density
formation. These thermal effects can arise fromand thus no current flows parallel to the edges [35].
defects in the substrate andyor the superconductingConsequently, the resonators are not degraded by the

‘‘edge effect’’ described above. An improvement of material itself, or possibly by heating in the dielectric
the power handling capability by a factor of about [21]. At high microwave current, the localized heating
400, in comparison to modes with edge current, has generated at defects may drive part of a superconduc-
been demonstrated [34]. Another solution to the edge tor to the normal state [49, 50]. If the small normal
current problem is to use cylindrical dielectric area blocks the path of the current, there will be a
resonators [36,37] although they take up more vol- large local heating effect which may also drive
ume than planar devices. surrounding material into the normal state [51]. The

surface resistance will increase significantly, and the
3.2.2. Weak Links HTS film will show nonlinear properties, such as har-

monic generation and intermodulation. One possibleGranular superconductors exhibit enhanced
source of hot spot formation may be surface rough-nonlinearity due to ‘‘weak links’’ between the super-
ness, and in particular, a-axis outgrowths [52]. Effortsconducting grains [2]. A granular HTS material is
to deal with these outgrowths through etching of theoften modeled as an array of weakly Josephson-
surface have been modestly successful [53].coupled superconducting grains [38–40]. A Ginzburg-

It appears that thermal grounding of the sub-Landau approach can be employed in which the
strate is critical for controlling the effects of botharray is approximated as a continuous medium
local and global heating [14]. The differences fromcharacterized by effective parameters (coherence
sample-to-sample and lab-to-lab in the high powerlength, penetration depth, critical fields, etc.). Ana-
behavior of HTS samples may be due, at least in part,logies can then be drawn between granular HTS and
to differences in thermal conductivity and theordinary type-II superconductors. High-frequency

losses can also be treated using a coupled-grain model efficiency of heat extraction from the substrate [14].
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3.3. Structure/Property Correlations strips. The formation of an rf critical state has been
addressed by many authors [56,57]. Recently, the

In the absence of a microscopic understanding
time-dependent Ginzburg–Landau equations [58]

of the origins of nonlinearity, one can still study
have been solved for this case [59,60]. Among other

empirical correlations between deposition and treat-
things, it is found that normal regions with multiple

ment conditions of the materials and the resulting
flux quanta can be created and move inside the film

properties of HTS devices made from those materials.
even in one half of an rf period. Further experimental

As an example, Ma et al. found that films with a
work is required to see which of these models cor-

small magnetic penetration depth λ, along with good
rectly describes the sources of nonlinearity in HTS

orthorhombicity in the films, yields devices which are
materials and devices.

the most linear [11]. However, this approach is very
time consuming, is difficult to generalize to other
methods of growing films [11], and implicitly assumes 4. MICROSCOPIC CHARACTERIZATION

that there are no uncontrolled parameters influencing
In an effort to discover the origins of nonlin-

the results.
earity and inhomogeneity in HTS materials, micro-

Another problem with these empirical corre-
scopic imaging techniques are being developed. These

lations is the limited range of deposition and pro-
techniques fall into two classes. The first are local

cessing condtions over which they hold. For instance,
materials property diagnostic techniques which are

it is found that films grown by different techniques
designed to characterize the homogeneity and defect

(laser ablation, sputtering, thermal evaporation, etc.)
structure of materials. The second class are electro-

must be separately optimized for some particular
magnetic field (and microwave current) imaging tech-

microwave property. In addition, groups which
niques which are being applied to operating device

optimize different macroscopic properties for their
structures to understand their high power properties.

films can end up with different microwave power
We discuss each class in turn.

handling capability. For example, one group may
optimize the intermodulation products of its films
because that is of interest for the end user. It is 4.1. Materials Property Imaging

believed that this in turn optimizes the rf-field depen-
High quality microwave devices with good

dence of the magnetic penetration depth λ. On the
power handling properties must start with high qual-

other hand, another group may optimize the high
ity homogeneous superconducting materials. It is

power behavior of the surface resistance Rs(Hrf ) for
important to characterize these materials at the same

their films. These different optimization routes may
frequency where they will eventually be used. In an

well lead to different film microstructure. Clearly,
effort to quantify and resolve the microwave proper-

microscopic characterization of the microwave
ties of superconducting materials, far-field [61,62],

properties and an understanding of superconducting
and near-field [63–65] microwave microscopy tech-

current interaction with the microstructure are
niques have been developed. In the most comon far-

required.
field techniques, mm-waves or light are focused on
the sample and the local response is measured. Con-
focal resonators have been used to image losses at

3.4. Models of Nonlinearity
frequencies on the order of 100 GHz with a few mm
spatial resolution [61,62]. Raman microprobeRealistic modeling of nonlinearity can only pro-

ceed after the microscopic mechanisms are identified. measurements have been used to characterize the
oxygen loss of patterned high-Tc materials, howeverIn the case of weak links, this process has already

been advanced [41,54]. The origins of hot spots may they do not seem to correlate with nonlinearities [22].
The near-field techniques utilize an electromag-include dust or substrate defects, although no clear

candidates are known to generally occur. Other netic radiation source in close proximity to the
sample of interest. If the sample is less than one wave-sources of nonlinearity have not been as carefully

modeled. This includes, among other things, the length away, the ordinary concepts of far-field radi-
ation patterns no longer apply. For instance it hasdetails of the nucleation and growth of normal phase

at the edge of a current-carrying strip [55]. Another been demonstrated that the spatial resolution of this
sort of imaging technique can be many orders ofimportant problem is the creation and motion of vor-

tices at the edges of current-carrying superconducting magnitude less than the wavelength of the radiation
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[66,67]. The spatial resolution is given by the larger of coupled to a microwave generator on one end
through a decoupling capacitor Cd , and coupled to atwo experimentally controlled quantities: the probe-

sample separation and the characteristic feature size sample through an open-ended coaxial probe on the
other end. As the sample is scanned beneath thewhich determines the field structure in the near field

of the radiation source. Spatial resolutions from probe, the probe-sample separation will vary
(depending upon the topography of the sample),10 µm [67] into the sub-µm range [68] have been dem-

onstrated and shown to be independent of the radi- causing the capacitive coupling to the sample, Cx , to
vary. This will result in a change of the resonant fre-ation frequency [67].

Near field microwave measurements have been quency of the coaxial cable resonator because Cx

affects the electrical length of the resonator. Also, aspursued by many groups over the years. The earliest
work by Soohoo [69] and Bryant and Gunn [70] used the local sheet resistance (Rx ) of the sample varies, so

will the quality factor, Q, of the resonant cablescanned resonators with small apertures to couple to
the sample of interest. The method of Ash and because the sample (together with Cx) acts as a ter-

minating impedance for the resonator. A low fre-Nichols used an open resonator formed between a
hemispherical and a planar mirror [66]. They opened quency feedback circuit is used to force the micro-

wave generator to follow a single resonant frequencya small hole in the planar mirror allowing an evan-
escent wave to leave the cavity (like Soohoo), and of the cable, and a second circuit is used to measure

the Q of the resonant microscope, both in real timescanned a sample beneath it. As this resembles the
configuration now used for near-field scanning [82,83]. As the sample is scanned below the open-

ended coaxial probe, the freqency shift and Q signalsoptical microscopy, it is often reported to be the first
modern near-field evanescent electromagnetic wave are collected simultaneously, and corresponding two-

dimensional images of the sample topography andmicroscope. Near-field imaging has been
accomplished using evanescent waves from the sheet resistance can be generated. The circuit runs

fast enough to accurately record at scan speeds of upoptical to the microwave range in coaxial, waveguide,
microstrip, and scanning tunneling microscope geo- to 25 mmysec.

We have demonstrated that our scanning near-metries [71–81].
Over the past 2 years, our group has developed field microwave microscope can be used to obtain

quantitative topographic images with 55 nm verticala novel form of near-field scanning microwave
microscopy [64]. As shown in Fig. 1, our microscope sensitivity [84], and quantitative surface sheet resist-

ance images of metallic thin films [83]. Figure 2 showsconsists of a resonant coaxial cable which is weakly

Fig. 1. Schematic of our scanning near-field
microwave microscope. The microwave source
is frequency locked to one of the resonant
modes of the coaxial transmission line res-
onator. The sample perturbs one end of the res-
onator, and the resulting change in resonant
frequency and quality factor are recorded as a
function of the position of the probe over the
sample.
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4.2. Electromagnetic Field and Current Imaging

Near-field microwave microscopes can also be
used to image electromagnetic fields. Several groups
have demonstrated electric field [86–88] and magnetic
field [89] imaging above operating microwave devices
using near-field techniques. In addition several
groups have developed (far field) scanning laser
[35,90] and electron [91] microscopes which can
image microwave currents on the few µm length
scale. Images from such systems can form the basis
for investigating the interaction of the microwave
currents with the microstructure of the materials
making up the device.

Our microscope can also be used to image elec-
tric and magnetic fields in the vicinity of operating
microwave devices. Figure 3 illustrates how we use
the open-ended coaxial probe to pick-up electric
fields above an operating device. The microscope
detects the normal component of electric field, i.e.,
the electric field integrated over the exposed area of
the center conductor of the probe. Thus the spatial
resolution is again limited by the same geometrical
parameters which are present in materials diagnostic

Fig. 2. Calibrated sheet resistance image of a YBa2Cu3O7 thin film mode. The picked up signals are then stored in the
deposited on a 2-inch diameter sapphire wafer. The image was

resonant system, rectified by a diode, and recordedacquired at 7.5 GHz with a 480 µm diameter probe at a height of
on a computer [67,88,92].50 µm at room temperature.

We have imaged a variety of devices using this
system. For example, Fig. 4a shows a short micro-

a microwave frequency sheet resistance image of a
strip transmission line lithographically defined on a

YBa2Cu3O7 thin film deposited on a 2-in diameter
two-sided copper printed circuit board which termin-

sapphire wafer [85]. The film shows a sheet resistance
ates at an open circuit on the right-hand side. The

which varies by a factor of 3 over its surface. The
image has a spatial resolution of approximately
500 µm, and was obtained at room temperature in
only 10 min. Such a simple technique could provide a
rapid screening method for wafer-scale homogeneity.

A microwave microscope can probe the material
on many different length scales, allowing one to
address a host of issues from large scale homogeneity
to the effect of sample microstructure on the micro-
wave properties. Higher spatial resolution images
have been achieved using coaxial probes with inner
conductor diameters of 200 µm, 100 µm, and 10 µm.
We have also demonstrated the ability to image with
an STM-tip center conductor coaxial cable probe.
With this probe we have demonstrated a spatial resol-
ution on the order of 1 µm or better while in contact
with the surface. Our microscope also has a broad
frequency coverage (100 MHz to 50 GHz) allowing us

Fig. 3. Schematic illustration of scanning near-field microwave
to explore the frequency dependence of microwave microscope operated as an electric field microscope over an active
properties and, in principle, to perform conductivity device. The open-ended coaxial probe is sensitive of the electric

field normal to the surface of the inner conductor.depth profiling experiments.
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been used to image the electric fields above a super-
conducting Tl2Ba2CaCu2O8 microstrip resonator
operating at 8 GHz and 77 K [88].

There are a number of technical issues which
need to be addressed before we can exploit these
microscopes to their fullest potential. The first con-
cerns the perturbation on the device caused by the
presence of the measurement probe. This pertur-
bation may be so great as to change the current distri-
butions and obscure the actual behavior. A second
issue concerns the challenge of simultaneously
obtaining the required spatial resolution, topographic
information, low temperature operation, and quanti-
tative imaging capability on an operating microwave
device. Both of these challenges call for continued
research by the microwave microscopy community.

Fig. 4. (a) Optical photograph of a copper microstrip circuit show-
ing coax-to-microstrip transition on left, and open circuit termin- 5. CONCLUSIONS
ation on right. The printed circuit board is 39 mm long and 33 mm

The elimination or control of nonlinearities inwide, and the line is approximately 1 mm wide. (b) The lower part
of the figure shows active images of the copper microstrip with HTS materials will require a microscopic understand-
standing waves present. Operating frequencies are (from top to ing of the defects and geometrical features which pro-
bottom) 8.03 GHz, 9.66 GHz, and 11.29 GHz. The horizontal scale duce extrinsic forms of nonlinearity. We believe that
is 32.5 mm and the vertical scale on each panel is 3 mm.

the best route to this goal is through a quantitative
microscopic imaging of materials properties, electro-
magnetic fields, and currents, at microwave frequenc-

strip is approximately 1-mm wide, and the dielectric ies and cryogenic temperatures. Near-field scanning
is 0.5-mm thick. Figure 4b shows three active mode microwave microscopy is uniquely suited to achieve
images of the microstrip taken at 8.03, 9.66, and this goal. We look forward to continued progress in
11.29 GHz with a signal applied through the coaxial achieving higher spatial resolution with quantitative
cable on the left. The image is taken over the right cryogenic imaging capabilities.
two-thirds of the microstrip shown in Fig. 4a. In each The research opportunities for microwave micro-
case there is a maximum signal on the right hand side scopes are virtually unlimited. We hope that it will
at the position of the open termination demonstrating soon be possible to combine electromagnetic field
that, as expected, the microscope is sensitive to the imaging with simultaneously acquired topographic
absolute magnitude of the electric field rather than information [87] in the superconducting state. This
current. A clear-standing wave pattern is seen in each will allow us to see for the first time the interactions
image, with a wavelength which decreases linearly between microwave currents and the rich and widely
with increasing frequency. Analysis of the three varying microstructure of the HTS materials. This in
images gives effective dielectric constants for the turn may allow us to understand which defects are
printed circuit board microstrip in the range of 3.32– specifically responsible for particular nonlinearity
3.46. We have also developed a technique to deter- features. It may then be possible to eliminate or miti-
mine the approximate value of the perturbed electric gate the effects of those particular defects to improve
field measured by this microscope [88,92]. the power handling capabilities of HTS devices.

The microscope is sensitive to the component of The use of ideal model systems to understand
electric field normal to the microstrip circuit plane. and model the microscopic origins of nonlinearity is
The image (Fig. 4b) demonstrates clearly that there particularly important. There has been tremendous
are standing waves on the transmission line, and will progress made in the understanding of Josephson
be of great assistance in the design of new planar vortex motion at high frequencies through the use of
microwave devices (both normal and supercon- single grain boundary weak link stripline resonators.

Similar experiments can be done with other idealizedducting). A cryogenic version of this microscope has
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