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I describe the design and use of a near-field scanning microwave microscope

to make quantitative measurements of sample properties, such as sheet resistance

and permittivity. The system consists of a resonator contained in a coaxial ca-

ble, terminated at one end with an open-ended coaxial probe. When a sample

is brought near the probe tip, the resonant frequency and quality factor are per-

turbed depending on the local properties of the sample. The spatial resolution

depends on the diameter of the probe’s center conductor, which can be in the

range 1–500 µm. This versatile technique is nondestructive, and has broadband

(0.1–50 GHz) capability.



Quantitative imaging of the sheet resistance of conducting thin films can be

achieved through a thin-film calibration sample. To reinforce our understanding

of the physical mechanisms of the measurement, I use a physical model for the

system based on microwave transmission line theory. I demonstrate the technique

at 7.5 GHz by imaging the sheet resistance of a variable-thickness YBa2Cu3O7−δ

thin film on a sapphire substrate at room temperature.

Using a probe with a sharp, protruding center conductor held in contact

with the sample, high-resolution (1 µm) imaging can be accomplished. I use

a finite element calculation of the electric field near the probe tip, combined

with perturbation theory, to make quantitative linear and nonlinear dielectric

measurements of thin films and crystals. I demonstrate this capability by imaging

the dielectric permittivity and nonlinearity of a (Ba,Sr)TiO3 thin film.

The microscope can also be used to image domains in ferroelectric crys-

tals such as lithium niobate, barium titanate, and deuterated triglycine sulfate

(DTGS). Critical phenomena can be investigated by varying the temperature

of the sample. I measured the permittivity, dielectric nonlinearity, and domain

relaxation time of DTGS as a function of temperature near the ferroelectric tran-

sition. For permittivity measurements, I found reasonable agreement with ther-

modynamic theory.
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Chapter 1

Introduction

1.1 Overview of Microwave Measurements

Recently, microwave microscopy has entered the diverse scene of materials prop-

erty measurement techniques. As computer chip and wireless communication

industries expand, the demand has grown for measurement techniques that go

beyond the ability of currently established methods. For example, higher com-

puter clock speeds, as well as the cellular industry’s reliance on microwave com-

munication, have shifted the demand toward measurements at higher frequencies

than were previously required.

In addition, as our understanding of the fundamental physics of materials

increases, new measurement techniques are needed to probe further into the fun-

damental properties of materials. Ferroelectric and paraelectric materials, in

particular, are at the forefront of materials science research today. However,

many of the established measurement techniques are destructive to samples, and

do not allow spatially resolved imaging. Other common methods are restricted to

frequency ranges which are easier to work with experimentally, namely, low fre-

quencies (. 1 MHz) or optical frequencies. Only in the last few years have some
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new forms of microwave measurement come into practice; this trend is toward

near-field measurement techniques.

Far-field measurements, such as optical photography with a camera or optical

microscopy, are limited in spatial resolution to the Abbé limit [2] of half the

wavelength (λ/2) of the incident radiation. In contrast, near-field measurements

[8, 109], accomplished by bringing a probe to within a wavelength of the sample,

have no such limitation. In the near field, the spatial resolution is generally

equal to the size of the probe. For example, at 10 GHz, the wavelength is 3 cm,

much larger than the size of many interesting samples. Far-field measurements

in this case would have a resolution of about 3 cm, which is clearly not useful for

the typical sample. On the other hand, by using a tiny probe in the near field,

spatial resolutions of 1 µm or better [λ/(3 × 104)] can be achieved. The main

disadvantage with near-field measurements, however, is that a “snap shot” is no

longer possible; instead, the probe must be raster-scanned across the sample,

which can be time-consuming.

An overview of quantitative materials property measurement techniques is

given in Table 1.1, with a focus on those that can measure sheet resistance and/or

permittivity. Several advantages of near-field techniques over far-field techniques

are evident from Table 1.1. Near-field measurements are non-destructive, for

example, and allow imaging. They are also readily used at microwave frequencies,

which is often not the case for traditional techniques.

In Table 1.1, our microscope, the Near-Field Scanning Microwave Microscope

(NSMM) stands out for its versatility. The same type of instrument has been

used for imaging conductors [92, ?, ?], dielectrics [94, ?], magnetic materials [64],

and superconductors [9, ?]. It also has been used to image electric [32, ?, ?] and

2



Table 1.1: Summary of materials property measurement techniques

that can quantitatively measure sheet resistance (R) or dielectric per-

mittivity (εr).

3



magnetic fields above operating microwave devices. The available spatial resolu-

tions span three orders of magnitude. It also has broadband capability, when a

commercially-available phase shifter is used in the resonator to continuously vary

its length.

1.2 Motivation for the Experiment

The motivation for the work described in this dissertation is as follows. First,

we wanted to use the microwave microscope to make quantitative measurements.

Previous work on near-field microwave microscopy was mainly qualitative, with

an emphasis on spatial resolution improvement at the expense of quantitative

understanding of contrast mechanisms. Two very different physical properties

were chosen: sheet resistance and permittivity. Developing the quantitative mea-

surement capacity required an additional level of understanding of the physical

mechanisms involved in the interaction between the microscope and the sample,

which was achieved through physical models for the system.

Second, we wanted to use the microscope to investigate the fundamental

physics of materials. We chose ferroelectric materials, because this is an ac-

tive area of research today. It was possible, for example, to image ferroelectric

domains, and observe how domain structure and permittivity changed with tem-

perature in the vicinity of the critical temperature.

1.3 Outline of Dissertation

This dissertation describes the accomplishment of the goals listed above. This

work involved many new aspects of microwave microscopy that were previously

4



undeveloped or unstudied.

In Chapter 2, I describe the experimental apparatus of the microwave mi-

croscope, including both non-contact and contact mode imaging. I discuss the

frequency-following circuit which is used to perform the measurement, and de-

scribe the measurement of the Q of the microscope resonator. Finally, I discuss

the initial requirements for quantitative imaging with the microscope.

In Chapter 3, I describe the first of two forms of quantitative imaging: the

sheet resistance of conducting thin films. I discuss a theoretical model for the

system to reinforce our understanding of the physical mechanisms involved. Re-

sults are presented for a variable-thickness conducting thin film sample, and are

compared with an independent dc measurement of the sheet resistance.

In Chapter 4, I describe the second form of imaging, which is the imaging of

dielectrics in contact mode. In this chapter, I focus on the requirements for this

form of imaging, and demonstrate that the spatial resolution is about 1 µm. Also

discussed is an investigation of damage to the probe tip and sample in contact

mode.

In Chapter 5, I describe a physical model for the electric field near the probe

tip based on a finite-element calculation, for imaging dielectric samples. This

model is used to make quantitative measurements of permittivity. Using the

model, I also investigate the spatial resolution of the microscope, the directional

sensitivity to the permittivity tensor, and an alternative type of model for the

system using an analytic calculation. As a demonstration of quantitative imaging,

I present results from scanning a (Ba,Sr)TiO3 thin film sample.

In Chapter 6, I describe nonlinear dielectric imaging. For thin films, dielectric

nonlinearity can be measured quantitatively. Resulting images are presented for

5



a (Ba,Sr)TiO3 thin film sample.

In Chapter 7, I describe the imaging of domains in ferroelectric crystals. This

method can be used to observe domain dynamics. Images are presented for

LiNbO3, BaTiO3, and deuterated triglycine sulfate crystals.

In Chapter 8, I describe an investigation of critical phenonomena in deuterated

triglycine sulfate crystals. Behavior of permittivity as a function temperature

shows reasonable agreement with thermodynamic theory. Critical slowing down

of the dielectric response can also been seen, as well as a maximum in the dielectric

nonlinearity at the Curie temperature. Also, the relaxation time of the crystal’s

domain structure is observed as a function of temperature.

In Chapter 9, I give a summary of the capabilities of the microscope which

have been described in this dissertation. I also give a description of future work

that could be done with the near-field scanning microwave microscope.

6



Chapter 2

Description of the Experiment

2.1 Overview of Experimental Apparatus

The near-field scanning microwave microscope [92, 93] (NSMM, see Fig. 2.1)

consists of a microwave resonator contained in a coaxial transmission line. One

end of the resonator is coupled via a coupling capacitor to a microwave source,

while the other end of the resonator consists of an open-ended coaxial probe.

Bringing a sample near the open end of the probe perturbs the microwave fields

at the probe tip, resulting in a perturbation to the boundary condition at the

probe end of the resonator.

An example of the reflected signal from the resonator as a function of fre-

quency is shown in Fig. 2.2. The minima in the reflected signal are the resonant

frequencies of the microscope resonator. The spacing between the minima de-

pend on the length of the resonator. For a resonator with a length of 25 cm, the

resonances are spaced approximately 500 MHz apart. Without a sample near the

probe, the curve looks like the solid curve in Fig. 2.2. However, when a sample,

such as a piece of metal, is brought near the probe tip, the resonator is perturbed

so that the result resembles the dotted curve in the figure. The resonant frequen-
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Figure 2.2: The reflected signal from the resonator as a function of

frequency. The solid line represents the unperturbed resonator, while

the dotted line represents the resonator with a sample beneath the

probe.

cies are shifted downward, as the boundary condition at the probe end of the

resonator moves from an open circuit toward a short circuit. Also, the minima

are broadened, due to losses in the sample, and hence, a lowering of the Q of the

resonator. For a metallic sample, the frequency shift is mainly a function of the

separation between the probe and the sample, while the Q is mainly a function

of the sheet resistance or surface resistance [92].

The reflected microwave signal from the resonator is sent to a diode detector

using a directional coupler. The diode detector outputs a voltage which is propor-

tional to the incident microwave power. The diode detector output signal is the

input to a frequency-following feedback circuit (see section 2.3), which keeps the

microwave source locked onto the selected resonant frequency of the microscope

resonator. Two outputs of the feedback circuit are the resonant frequency shift

∆f and the V2fFM
of the resonator.
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An image is obtained by raster scanning the sample in x and y beneath the

probe, while recording ∆f and Q. After scanning, the data can be viewed in a

false-color image.

Photographs of the system are shown in Figs. 2.3–2.4. Figure 2.3 is a

photograph of the scanning apparatus. The sample holder, which is hidden, is

attached to a tilt table, which is on top of a two-axis translation stage. The probe

and resonator are fixed to a z-axis translation stage, which is held in place by the

probe support apparatus. A video camera and binocular microscope allow two

ways of viewing the probe and sample. Figure 2.4 is a close-up view of the probe

and sample holder. The spring-loaded sample holder, which will be described in

the next section, is shown here.

The entire system is on top of a vibration isolation table to isolate it from

vibrations in the floor of the room. I also built a Plexiglass enclosure which sur-

rounds the microscope apparatus, protecting it from gusts of wind, for example.

Another benefit of the enclosure is that the interior environment is isolated from

the environment of the room, so that the temperature inside is more stable. This

greatly reduced thermal drifts in the probe support structure, which previously

caused the probe’s position relative to the sample to shift with time (see Sec.

4.2).

2.2 Comparison between Non-Contact and Con-

tact Modes

The microscope has two modes for materials imaging: non-contact mode and

contact mode. In non-contact mode, the probe is held fixed above a planar

10
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Figure 2.3: Photograph of the experimental apparatus.
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Figure 2.4: Close-up view of the probe and sample holder.
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sample (see the inset to Fig. 2.1). In this mode, the spatial resolution depends on

the larger of two quantities: the separation between the probe and the sample (h),

and the diameter of the probe’s center conductor (dcc). The strongest coupling

between the resonator and the sample is obtained for h ¿ dcc. All of the non-

contact imaging described in this dissertation is in this limit, giving a spatial

resolution which is approximately equal to the probe center conductor diameter

[10, 109, 111].

The disadvantage of non-contact mode is that the sample must be planar.

Also, the tilt of the sample surface must be adjusted so that the top surface of

the sample is parallel to the scanning axes; this can be a tedious operation which

can take longer than the actual scanning. The advantage is that non-contact

scanning can be very fast: a 2” wafer can be scanned at a speed of 25 mm/s,

with a spatial resolution of 0.5 mm, in about 10 minutes [92]. Another problem

with non-contact mode is that fluctuations in the probe-sample separation (h) will

occur due to nonlinearity in the scanning mechanism, and also due to vibrations.

Thus, h must be significantly greater than these fluctuations to minimize noise

in the data. Because the probe-sample separation should be less than the center

conductor diameter (h ¿ dcc), dcc cannot be too small. This, in turn, limits the

maximum spatial resolution which can be obtained in non-contact mode. With

our scanning system with stepper motor-driven translation stages, vibration and

non-linearity in the stages require that the probe-sample separation be at least

∼ 30 µm for large-area (& 1 cm2) scans.

Effects due to sample topography (and scanning stage non-linearity) can in

fact be eliminated from the data by applying a disentangling algorithm to extract

a sample property (such as sheet resistance) and probe-sample separation from

13



the two microscope outputs, ∆f and Q. This capability has been demonstrated

with a conducting thin-film sample [6].

The second mode of operation of the microscope is contact mode (see Fig. 2.5).

In this mode, the probe tip is held in gentle contact with the sample. This is

accomplished in our system by holding the probe fixed, and placing the sample

on a spring-loaded cantilever. Using soft springs mounted near the cantilever’s

pivot axis, the spring constant at the sample can be smaller than 2 N/m. If the

sample is compressed 30 µm by the probe, this gives a force smaller than 60 µN.

There are several advantages to contact mode. First, sample topography no

longer has an effect on the measurement. Also, the spatial resolution can be

much higher than in non-contact mode. This is accomplished by extending the

probe’s center conductor beyond the outer conductor, and bringing the tip to

a sharp point. In our system (see Fig. 2.5), the center conductor extension is

a thin, sharp-tipped tungsten wire such as the kind used in scanning tunneling

microscopy (STM). The probe is constructed by removing the center conductor of

the coaxial cable, and replacing it with a tube with approximately the same outer

diameter as the center conductor. The STM tip fits inside this tube. Bending

the STM tip slightly creates enough friction to hold the STM tip in place. The

tip extends beyond the outer conductor by 1–1.5 mm so that it can be removed

with tweezers. Easy tip removal is important, because the fragile tips are easily

damaged, and often need to be replaced. Using commercial STM tips made of

tungsten [66], we have shown the spatial resolution of the microscope to be about

1 µm [33, 94].
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Drawing is not to scale.
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2.3 The Frequency-Following Circuit

In the original NSMM system, scanning was performed at a fixed frequency [110].

By selecting a frequency ffix (Fig. 2.2) near a resonance, where there is a large

slope in the reflected signal vs. voltage curve, one could observe contrast in the

reflected signal Vdiode while scanning a sample. However, one could not distinguish

between changes in the resonant frequency and changes in Q. Thus, it was

necessary to invent a frequency-following feedback circuit[11, 92, 93] in order to

measure both ∆f and Q (see Fig. 2.1).

In order to measure changes in the resonant frequency, the feedback circuit

keeps the microwave source locked onto the selected resonance. The microwave

source frequency is modulated at a rate fFM = 10 kHz. The diode detector

signal Vdiode is sent to the fFM lock-in amplifier, which extracts the component

of Vdiode at fFM . The fFM lock-in output signal (V1fFM
) depends on the location

of fs, the microwave source frequency, relative to the resonance frequency f0,

as illustrated in Fig. 2.6. Figure 2.6(a) shows a typical −Vdiode vs. frequency

curve near a resonant frequency f0. (Note that Vdiode is a negative voltage.) The

frequency modulation reference signal (the output from the oscillator in Fig. 2.1)

as a function of time is shown in Fig. 2.6(b). First, consider the case where fs

is below the resonant frequency f0, with fs = f1, as shown in (a). In this case,

−Vdiode as a function of time will resemble the curve in (c). The output of the

fFM lock-in amplifier (V1fFM
), which is the time-average of the product of the

reference signal [Fig. 2.6(b)] and Vdiode [Fig. 2.6(c)], is positive. On the other

hand, if fs is above the resonance, at f2 in (a), −Vdiode as a function of time

looks like the curve in (d), and V1fFM
is negative. Finally, if fs is on resonance

(fs = f0), −Vdiode vs. time looks like (e), and V1fFM
= 0 V because the curve in
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Figure 2.6: Graphs illustrating how the frequency-following circuit

works. (a) The diode detector voltage (−Vdiode) as a function of mi-

crowave source frequency fs. (b) The oscillator reference signal as a

function of time. The Vdiode signal as a function of time is shown (c)

below the resonance, (d) above the resonance, and (e) on resonance.
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(e) is at twice the reference frequency. Thus, V1fFM
indicates the position of fs

relative to the resonant frequency f0.

The signal V1fFM
is sent to a time integrator, which adjusts its output upward

or downward with time depending on the sign of V1fFM
. This integrator output

is in fact the error signal of the feedback, or the frequency shift signal ∆f . The

error signal is then added to the oscillator signal with frequency fFM , and sent to

the microwave source FM input, completing the feedback loop. This signal has

a dc component which is equal to the error signal, and an ac component which

causes the microwave source to frequency modulate.

The locked Vdiode signal oscillates at frequency 2fFM . The amplitude of this

sinusoidal signal is proportional to the curvature (second derivative) of the Vdiode

-vs.-frequency curve on resonance. This curvature is related to the Q of the

resonator (see Sec. 2.4), and can be measured using a second lock-in amplifier

referenced at 2fFM .

Thus, two quantities can be measured and recorded while scanning the sample:

the frequency shift signal (∆f), and the “2f” signal, V2fFM
, which is related to

the Q of the resonator.

2.4 Measuring the Q of the Resonator

2.4.1 The General Idea

There is a one-to-one relationship between V2fFM
and Q. To determine this

relationship, we need to be able to calculate the Q of the resonator, which can be

accomplished by measuring the reflection coefficient of the resonator as a function

of frequency, as described in the following sections. Once we have determined

18



the values of Q for several different values of V2fFM
, a linear fit allows us to find

a function to convert any value of V2fFM
to its corresponding Q value.

2.4.2 Finding the Reflection Coefficient

To calculate the Q of the microscope resonator, first the system must be calibrated

to allow measurement of the reflection coefficient |ρ|2 at the resonator input. The

reflection coefficient is defined as |ρ|2 = Pr/Pi, where Pi is the incident power,

and Pr is the reflected power. To define the scale for |ρ|2, we first replace the

resonator with a short circuit at approximately the location where the coupling

capacitor will be. Next, we sweep the microwave source frequency through the

resonance of interest, recording Vdiode as a function of frequency. This Vdiode data

defines the full-scale reflected signal, which is a function of frequency. Future

Vdiode data with the resonator in place is divided by the full-scale Vdiode data, to

obtain |ρ|2.

2.4.3 Calculating Q from the Width of a Resonant Mini-

mum

For resonators which are measured in transmission, the transmitted power-vs.-

frequency curve is a maximum at its resonant frequencies [Fig. 2.7(a)]. Measuring

the Q of such a resonator is accomplished by simply taking the full-width at

half-maximum (δf) along this curve, and dividing it by the resonant frequency:

Q = δf/f . In the case of our resonator which is measured in reflection [4, 61],

the situation is more complicated. In this case, the curve has a minimum on

resonance instead of a maximum [Fig. 2.7(b)]. The value of |ρ|2 where we measure

the width of the resonant minimum (which we will call |ρ1|2) is now a function
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Figure 2.7: Resonance curves for a resonator measured in (a) transmis-

sion and (b) reflection.
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of the coupling of the microwave input to the resonator. Only in the special case

where the resonator is critically coupled does |ρ1|2 = 0.5, like in the case of a

resonator measured in transmission.

The coupling coefficient (β) defines the coupling to the resonator through the

coupling capacitor. A critically-coupled resonator has β = 1, while an undercou-

pled resonator has 0 < β < 1, and an overcoupled resonator has β > 1. For the

case of an undercoupled resonator, the parameter β is found by measuring the

reflection coefficient on resonance, and calculating

β =
1− |ρ0|
1 + |ρ0| , (2.1)

where ρ0 is the reflection coefficient on resonance. For an overcoupled resonator,

β is equal to the inverse of Equation 2.1.

Determining whether a resonator is undercoupled or overcoupled can be dif-

ficult. The most reliable way is to connect the resonator to a properly-calibrated

network analyzer [61]. With the display in Smith Chart mode, the resonances

will form circles on the display. With a perfect calibration (the plane of the cal-

ibration being exactly at the resonator coupling capacitor, which is difficult to

achieve), the resonances will appear as circles which are centered on the horizon-

tal axis, at or to the right of the origin. If the plane of the calibration is not

exactly at the coupling capacitor, the circle will be rotated by some angle about

the origin. The curve for an overcoupled resonance will encircle the origin of the

Smith Chart, while the curve for an undercoupled resonance will not. Coupling is

a function of frequency; if a resonator is critically coupled at a frequency f0, then

we have found that the resonator will be undercoupled for frequencies f < f0,

and overcoupled for f > f0.
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Using the value for β as calculated in equation 2.1, we then calculate |ρ1|2:

|ρ1|2 =
1 + β2

(1 + β)2 . (2.2)

The quantity δf is defined as the width of the resonance curve at |ρ|2 = |ρ1|2 .

Then the loaded Q is calculated as

QL =
δf

f
. (2.3)

The unloaded Q, which would be the Q of the resonator with no coupling (β → 0),

is then

Q0 = (β + 1)QL. (2.4)

2.4.4 Calculating Q Using a Curve Fit

A better way calculate the Q of the resonator involves a curve fit to a theoretical

function for |ρ(f)|2. This method can be more accurate, because it is less sensi-

tive to imperfections in the resonator, which distort the shape of the resonance.

By fitting a curve to a narrow band of frequencies near f0, distortions to the

resonances have a reduced effect. The theoretical curve for a resonator measured

in reflection is [79]

|ρ(f)|2 =

[
1

QL

(
1− 2

1+β

)]2

+
(

f0

f
− f

f0

)2

(
1

QL

)2

+
(

f0

f
− f

f0

)2 . (2.5)

The resonant frequency f0 is found from the minimum in the power-vs.-frequency

curve. Then, β is calculated from |ρ0|2 using equation 2.1. Finally, QL is calcu-

lated by minimizing the error between equation 2.5 and the data.
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2.4.5 The Q Calibration Process

There is a functional relationship between V2fFM
and QL for a given resonator.

To determine this relationship, we vary the Q of the resonator by positioning a

microwave absorber material near the probe tip. After plotting several points for

different values of QL (see Fig. 2.8), we obtain a linear fit QL(V2fFM
) to the data.

In a typical scan, we measure V2fFM
, and convert it to QL for recording. Only a

small range of Q needs to be calibrated, as was done in Fig. 2.8, since the change

in Q for a typical sample is less than 5%.

This calibration needs to be done only once for a given probe, as long as the

probe tip is not altered or damaged. If any part of the resonator (its length,

coupling, etc.) is changed, the Q calibration must be repeated.

2.5 Obtaining Calibrated Data, and Removing

Drift Effects

To obtain quantitative data, it is necessary to establish an absolute scale for the

microscope output signals. The absolute ∆f signal depends on several factors

in addition to the sample, including the frequency dial setting on the analog mi-

crowave source. The ∆f signal also drifts with time, because of microwave source

frequency drift. Thus, it is necessary to define ∆f relative to some constant, in

a way that can be repeated reliably with each new scan. For the microwave mi-

croscope, one method is to define ∆f = 0 to be the case of the resonator with

no sample present. Then, ∆f will be the perturbation to the resonant frequency

due to the sample.

Similarly, one must define an absolute scale for V2fFM
, because V2fFM

depends
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Figure 2.8: Resonator quality factor (Q) calibration curve, measured by

positioning the probe at various heights above a microwave absorber.

The quantity V
′
2fFM

is the 2f signal with no sample present near the

probe.
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on the power level setting of the microwave source, which is an analog dial. In

addition, the power level drifts with time, making it important to define the

absolute scale in a reliable manner, each time a scan is acquired. This purpose

can be accomplished in the same way as it is for ∆f : define V
′
2fFM

to be the

full-scale value of V2fFM
with no sample present. Then, the Q of the resonator

can be calculated as

QL(V∆f ) =
V2fFM

V
′
2fFM

A + B, (2.6)

where A and B are determined from the V2fFM
→ QL calibration described in

section 2.4.5. Examples of A and B are shown in Fig. 2.8.

Because of the problem of drifts in both ∆f (due mainly to source frequency

drift) and V2fFM
(due mainly to source power drift) during a scan, it is preferable

to take background measurements before each scan line. This is accomplished by

retracting the probe from the sample sufficiently far (& 3 mm) that the sample no

longer perturbs the resonator. This can be done before each scan line, to remove

drifts that occur during a scan. I use this method for contact mode imaging of

dielectrics, because of the greater length of time (∼ 1 hour) required for many of

these scans.

2.6 Patents on the Microwave Microscope

I am an inventor on three patent applications [6, 7, 11] regarding the microwave

microscope, including one which has been issued, U.S. Patent No. 5,900,618.

All three of these have been licensed by Neocera, Inc., of Beltsville, Maryland.

Neocera is developing a commercial version of the microscope, EPSCANTM. In
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these patents, further descriptions are given of the microscope apparatus and

measurement techniques.
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Chapter 3

Quantitative Sheet Resistance Imaging

3.1 Introduction

As a first step in quantitative imaging with the microwave microscope, we chose

to image the sheet resistance of conducting thin films. In order to further our

understanding of the interaction between the probe and the sample, we developed

a physical model for the system. Quantitative imaging required a calibration

standard. We tested our quantitative sheet resistance imaging method on a

variable-thickness YBa2Cu3O7−δ thin film sample.

3.2 A Model For the System

Using microwave transmission line theory [27, ?, ?], we developed a model for the

microscope resonator and sample. The model is summarized in Fig. 3.1. Figure

3.1(a) shows a circuit diagram for the microwave source, directional coupler, and

diode detector. The lumped input impedance to the resonator portion of the

microscope is Zres. We define the complex microwave source voltage and current
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Figure 3.1: (a) A transmission line model for the microwave microscope.

The resonator, represented as the effective impedance Zres, is modeled

as shown in (b).
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to be

VS = eiωt
(
V +

S + V −
S

)

IS =
eiωt

ZC

(
V +

S − V −
S

)
, (3.1)

where ω is the frequency of the microwave source, and ZC = 50 Ω is the char-

acteristic impedance of the coaxial cables. The quantity V +
S is the amplitude of

the wave traveling to the right in Fig. 3.1(a), while V −
S is the amplitude of the

wave traveling to the left. The output voltage of the microwave source is V +
S .

We define the voltage and current at the input to the resonator to be

V1 = eiωt
(
V +

1 + V −
1

)

I1 =
eiωt

ZC

(
V +

1 − V −
1

)
. (3.2)

For the directional coupler, we define the coupling voltage fraction to be η ≡
10ζ/20, where ζ is the coupling in dB. For our directional coupler with ζ = −6 dB,

η is approximately 0.5. The equations for the directional coupler are

V +
1 = V +

S (1− η)

V −
S = V −

1 (1− η)

Vdiode = −ηV −
1 . (3.3)

Finally, we have

V1 = I1Zres. (3.4)

Combining the above equations, eliminating V −
S , and solving for Vdiode, we obtain

Vdiode =

(
Zres − Z0

Zres + Z0

)
η (1− η) V +

S . (3.5)

The resonator portion of the circuit (Zres) is shown in Fig. 3.1(b). The cou-

pling capacitor impedance is

Zcap =
1

iωCcap

, (3.6)
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where Ccap is the coupling capacitance. We calculate Zres as follows. We define

the voltage and current at the coupling end of the resonator to be

V2 = eiωt
(
V ′

+ + V ′
−
)

I2 =
eiωt

ZC

(
V ′

+ − V ′
−
)
. (3.7)

The coaxial transmission line in Fig. 3.1(b) is the only distributed element in the

model. We take the propagation constant to be

γ = α + iβ, (3.8)

where α is the attenuation constant in nepers/m, and

β =
ω
√

ε

c
, (3.9)

where ε is the dielectric permittivity in the coaxial cable, and c is the speed of

light. At the probe end of the resonator, the voltage and current are

V3 = eiωt
(
V ′

+e−γL + V ′
−eγL

)

I3 =
eiωt

ZC

(
V ′

+e−γL − V ′
−eγL

)
, (3.10)

where L is the length of the resonator. Finally, at the coupling capacitor, we

have

I1 = I2

V2 − V1 = I1Zcap. (3.11)

Combining the above equations, we find

Zres =
V1

I1

= Zcap + ZC

[
(Zx + ZC) eγL + (Zx − ZC) e−γL

(Zx + ZC) eγL − (Zx − ZC) e−γL

]
. (3.12)

Thus, the diode detector voltage Vdiode can be calculated using equations 3.5 and

3.12.
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These equations are part of a Mathematica [121] program called “Model

Zx.nb.” The frequency shift can be calculated in Mathematica as well, by de-

termining the change in frequency of a resonant minimum. The Q can also be

calculated, using the method described in section 2.4.3.

We determined the quantities α and Ccap as follows [92]. For a resonator which

is 6 ft long, we experimentally measured Q0 = 555 and QL = 353. We then used

α and Ccap as fitting parameters to obtain agreement between the experiment

and the model for Q0 and QL. The resulting parameters were α = −1.26 dB/m

= −0.145 nepers/m (in close agreement with the manufacturer’s specified value

of α = −1.23 dB/m [114]), and Ccap = 0.17 pF.

For a conducting thin film sample, we took the sample impedance Zx to be a

capacitor and resistor in series (see Fig. 2.1):

Zx =
1

iωCx

+ Rx. (3.13)

The capacitor Cx is taken to be a parallel plate capacitor the size of the probe

center conductor:

Cx =
ε0πr2

o

h
, (3.14)

where ε0 is the permittivity of free space, r0 is the radius of the probe center

conductor, and h is the height of the probe above the sample. The resistance

Rx is simply the sheet resistance of the conducting thin film (see Appendix A)

[92, ?].
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3.3 Calibration Using a Variable-Thickness Alu-

minum Thin Film

To determine the relationship between the properties Rx and h, and the measured

quantities ∆f and Q0, a sheet resistance calibration standard was required. We

used a variable-thickness aluminum thin film for this standard. The film was

deposited using thermal deposition, with one end of the sample closer to the

aluminum source than the other end. Because of the 1/r2 dependence of the

flux of aluminum atoms, the film grew thicker at the end of the sample which

was the closest to the aluminum source. The result was a sample with a wedge-

shaped cross section [Fig. 3.2(a)]. After all microwave microscope measurements

of the calibration sample were complete, we cut the aluminum film into narrow

strips with a razor blade [Fig. 3.2(b)]. This allowed two-point dc resistance

measurements to be made with an ohmmeter. The resistance could then be

converted into sheet resistance Rx using the formula

Rx =
ρ

tf
=

Rdcw

L
, (3.15)

where ρ is the resistivity, tf is the film thickness, Rdc is the measured dc resistance,

w is the width of the metallic strip, and L is its length. This formula assumes

L À w. The resulting Rx as a function of position across the sample is shown in

Fig. 3.2(c).

The data from the sheet resistance calibration sample is shown in Fig. 3.3.

Measurements were made with a probe with a 500 µm diameter center conductor

at 7.5 GHz, with h ranging from 40 µm to 800 µm. As shown in Fig. 3.3(a), the

frequency shift ∆f monotonically becomes more negative with decreasing sheet

resistance. This is because a small sheet resistance presents a large perturbation
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Figure 3.2: (a) Cross section and (b) top view (optical photograph)

of the variable-thickness aluminum calibration sample. The cuts in

the aluminum film, allowing two-point resistance measurements, are

visible in (b). The dc sheet resistance across the sample as measured

by a two-point probe is shown in (c).
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Figure 3.3: (a) Frequency shift (∆f ) and (b) Q0 vs. sheet resistance

(Rx). The labels indicate different probe-sample separations. The solid

lines are model results (Sec. 3.2).
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to the resonator, causing the boundary condition at the probe end of the resonator

to move from an open circuit, toward a short circuit.

The Q, on the other hand, is a non-monotonic function of sample sheet resis-

tance. The value of Q0 is a maximum at small Rx, because resistive losses are

minimized here. As Rx increases, Q0 drops due to loss from currents induced in

the sample, reaching a minimum around Rx = 660 Ω/¤ for a height of 50 µm.

Similarly, as Rx →∞, resistive losses are no longer present, causing Q0 to again

reach its maximum value.

The model results for a height of 50 µm are shown as solid lines in Fig. 3.3(a)

and (b). In Fig. 3.3(a), the measured frequency shift is underestimated slightly

by the model. As Rx increases, the model curve quickly moves toward ∆f = 0.

This is due to the presence of the substrate, which itself contributes to ∆f , and

is ignored in the model. At small Rx, the model is the most accurate, because

the metallic film effectively screens the substrate, so that the substrate has a

diminished contribution to ∆f .

Figure 3.3(b) shows good qualitative agreement between the model curve for

Q(Rx) and the data at a height of 50 µm. Although Q0 is underestimated in the

model, the value of Rx where Q0 is a minimum is within 10 % of the measured

value.

We also note that when the probe is located 50 µm above the bare glass

substrate, Q0 = 549, which is only slightly less than Q′ = 555 when the probe

is far away (>1 mm) from the sample. Using 1/Q0 = 1/Qs + 1/Q′, we find

Qs = 51000 À Q′ = 555, where Qs is associated with losses in the glass substrate,

and Q′ is associated with losses in the transmission line. As a result, we conclude

that the glass substrate has little effect on Q0. In contrast, frequency shift is
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highly sensitive to the substrate [93, 112]. This suggests that we use the Q data,

rather than the frequency shift data, to generate substrate-independent images

of thin film sheet resistance.

As shown in Fig. 3.3, RX is a double-valued function of Q0. This presents a

problem for converting the measured Q0 to RX . However, RX is a single-valued

function of the frequency shift [93], allowing one to use the frequency shift data to

determine which branch of the RX(Q) curve should be used (see Sec. 3.4 below).

3.4 Imaging the Microwave Sheet Resistance of

a YBa2Cu3O7−δ Thin Film

To explore the capabilities of our system, we scanned a thin film of YBa2Cu3O7−δ

(YBCO) on a 5 cm-diameter sapphire substrate at room temperature [92]. The

film was deposited using pulsed laser deposition with the sample temperature

controlled by radiant heating. The sample was rotated about its center during

deposition, with the ∼3 cm diameter plume held at a position halfway between

the center and the edge. The thickness of the YBCO thin film varied from about

100 nm at the edge to 200 nm near the center.

Figure 3.4 shows three microwave images of the YBCO sample. The frequency

shift [Fig. 3.4(a)] and Q0 [Fig. 3.4(b)] were acquired simultaneously, using a probe

with a 500 µm-diameter center conductor at a height of 50 µm above the sample.

The scan took approximately 10 minutes to complete, with the scanning stage

moving at 25 mm/s and raster lines 0.5 mm apart. The frequency shifts in Fig.

3.4(a) are relative to the resonant frequency of 7.5 GHz when the probe was

far away (>1 mm) from the sample; the resonant frequency shifted downward
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Figure 3.4: Images of a variable-thickness YBCO thin-film on a 5 cm-

diameter sapphire wafer, where the film is the thickest at the center.

The tick marks are 1 cm apart for the images of (a) frequency shift

relative to the resonant frequency when the probe is far away (>1 mm)

from the sample, (b) unloaded Q, and (c) sheet resistance (RX). The

arrows in (c) point to small semi-circular regions where clips held the

wafer during deposition, and thus no film is present. The labels indicate

values at each contour line. A probe with a 500 µm diameter center

conductor was used at a height of 50 µm, at a frequency of 7.5 GHz.
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by more than 2.2 MHz when the probe was above the center of the sample.

Noting that the resonant frequency drops monotonically between the edge and the

center of the film, and that the resonant frequency is a monotonically increasing

function of sheet resistance [93], we conclude that the sheet resistance decreases

monotonically between the edge and the center.

The frequency shift and Q0 images [Fig. 3.4(a) and (b)] differ slightly in the

shape of the contour lines. This is most likely due to the 300 µm-thick substrate

being warped, causing a variation of a few microns in the probe-sample separation

during the scan [6]. However, for a sample such as that shown in Fig. 3.4, with

an RX variation across the sample of ∼ 100 Ω/¤, the Q0 data are primarily

sensitive to changes in RX , while the frequency shift data are primarily sensitive

to changes in probe-sample separation. As a result, we attribute the difference

between the frequency shift and Q0 images to small changes in probe-sample

separation, which will mainly affect the frequency shift data. Since the values

of RX are retrieved from the Q data, the warping does not affect the final RX

appreciably.

From Fig. 3.4(b), we see that the lowest Q occurs near the edge of the film,

and that the Q rises toward the center of the sample. As mentioned above, RX is

not a single-valued function of Q and we must use the frequency shift image [Fig.

3.4(a)] to determine which branch of the Q0 vs. RX curve in Fig. 3.3(b) to use.

From the frequency shift image we learned that RX decreases monotonically from

the edge to the center of the sample; therefore we use the branch of the Q0 vs.

RX curve with RX < 660 Ω/¤, since this is the branch that yields a decreasing

RX for increasing Q0.

With the appropriate branch identified, we transformed the Q image in Fig.
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3.4(b) to the sheet resistance image in Fig. 3.4(c) using a polynomial least-squares

fit to the data presented in Fig. 3.3 for RX < 540 Ω/¤ and a height of 50 µm.

Figure 3.4(c) confirms that the film does indeed have a lower resistance near

the center, as was intended when the film was deposited. We note that the sheet

resistance does not have a simple radial dependence, which could be due to either

non-stoichiometry or defects in the film.

After scanning the YBCO film, we photolithographically patterned it into a

grid of “H”-shaped regions for four-point dc resistance measurements all over the

wafer [see Fig. 3.5(a)]. We calculated the sheet resistance at each “H” using Eq.

3.15. The dc sheet resistance [Fig. 3.5(c)] has a spatial dependence identical to the

microwave data in Fig. 3.4(b). However, the absolute values are approximately

twice as large as the microwave results, most likely due to degradation of the film

during patterning.

3.5 Sheet Resistance Sensitivity

To estimate the sheet resistance sensitivity, we monitored the noise in V2fFM
.

We found the Q sensitivity of the system to be ∆Q0 ≈ 0.08 for Q0 = 555 and

an averaging time of 10 ms. Combining this with the data in Fig. 3.3, we found

∆RX/RX = 6.4×10−3, for RX = 100 Ω/¤ using a probe with a 500 µm diameter

center conductor at a height of 50 µm and a frequency of 7.5 GHz. The sensitivity

scales with the capacitance between the probe center conductor and the sample

(CX) [Eq. 3.14]; increasing the diameter of the probe center conductor and/or

decreasing the probe-sample separation h would improve the sensitivity. On the

down side, decreasing h also increases the sensitivity to fluctuations in h due to
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Figure 3.5: (a) Optical photograph, (b) microwave microscope image,

and (c) dc resistance image of the YBCO wafer. The “H” shaped

regions in (a) were patterned after image (b) was acquired, and were

used to measure the dc sheet resistance values shown in (c).
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vibration in the scanning apparatus and nonlinearity in the scanning stages (see

Sec. 2.2).
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Chapter 4

High-Resolution Dielectric Imaging

4.1 Introduction

For the next step in quantitative imaging with the microwave microscope, I chose

dielectric crystals and thin films. Dielectric imaging was performed in contact

mode (see Sec. 2.2), as opposed to sheet resistance imaging (Chapter 3), which

was performed in non-contact mode.

There were several reasons for choosing contact mode. First, I wanted to push

the limits of the spatial resolution of the microscope. Since the spatial resolution

is approximately equal to the larger of the probe center conductor diameter and

the probe-sample separation, achieving 1 µm spatial resolution requires having

the probe tip within 1 µm of the sample; the easiest way to do this was simply

putting the probe in contact. This higher spatial resolution was beneficial, in that

it allowed imaging of defects in thin films and domains in crystals, rather than

averaging over large areas of the samples. The second reason for using contact

mode is its enhanced sensitivity to thin films. Because the depth resolution of

the microscope is approximately equal to its lateral spatial resolution, imaging

with a 500 µm diameter probe tip out of contact would be sensitive to not only
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the thin film, but the substrate as well. Because the substrate is much thicker

than the film, substrate properties would dominate the measurement. With a

1 µm diameter probe tip in contact, however, the microscope is sensitive to the

properties of the sample within ∼ 1 µm of the probe tip, making this method

quite sensitive to thin film properties. The final advantage of contact mode is

the ability to apply a voltage bias directly to the sample, permitting nonlinear

dielectric imaging (see Chapter 6).

4.2 Changes to the Microscope Apparatus

As described in Sec. 2.2, contact mode uses a sharp STM tip which extends from

the probe center conductor. The sample is held in gentle contact with this tip

using a spring-loaded cantilever (Fig. 2.5).

In addition, a bias tee was inserted into the resonator, allowing the probe tip

to be given a dc or low-frequency voltage bias. The resulting electric field in the

sample is useful for measuring dielectric non-linearity (Chapter 6), as well as for

imaging ferroelectric domains (Chapter 7).

To increase the microscope’s sensitivity to sample permittivity, I decreased the

resonator’s length from ∼ 2 m to ∼ 30 cm. This increased the spacing between

resonant frequencies, effectively increasing the frequency shifts that occur due to

the sample perturbation. A tradeoff is that the Q of the resonator went down,

which can be understood using the equation

QL =
ω0W

P cable
l + P ends

l

, (4.1)

where ω0 is the resonant frequency, W is the energy stored in the resonator,

and P cable
l is the rate of energy loss in the coaxial cable. The quantity P ends

l
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is the rate of energy loss at the ends of the resonator, and includes loss in the

coupling capacitor and probe, and radiation from the probe. If the length of

a resonator is reduced by a factor of 2, W and P cable
l also decrease by about a

factor of 2. However, P ends
l remains virtually constant. Thus, when the resonator

is shortened, the Q will drop by an amount dependent on loss at the ends of the

resonator.

A final change to the microscope was to construct a Plexiglass enclosure

around the apparatus, to solve a problem with shifts in the position of the probe

relative to the sample due to thermal drifts. This not only reduced air currents,

but also stabilized the temperature of the apparatus. The result was that ther-

mal drifts were significantly reduced, so that scans became much more repeatable.

Previously, the relative placement of the probe and sample could drift by 10 µm

or more in an hour; with the enclosure, this drift was reduced to 2 µm or less.

This drift could probably be reduced further by isolating the stepper motors,

which get very hot, from the rest of the apparatus; in addition, the temperature

inside the enclosure could be regulated electronically.

4.3 Physical Description of the Measurement

Due to the “lightning rod effect,” the microwave electric field is concentrated at

the sharp STM probe tip. If these strong fields are perturbed by a sample, the

boundary condition of the resonator will change. This perturbation concept is the

essence of contact-mode dielectric imaging, and is the basis for the quantitative

theory described in the next chapter.
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4.4 Spatial Resolution

The concentration of the electric field near the probe tip is expected to have a

length scale approximately equal to the radius of curvature of the STM tip. Thus,

if the tip has a radius of 1 µm, the lateral as well as depth resolution should be

approximately equal to 1 µm.

A demonstration of the spatial resolution is shown in Fig. 4.1. A sample

containing aluminum lines with a spacing of 2 µm on a stretched 1.5 mum thick

stretched Mylar film [56], was scanned along a straight path perpendicular to

the lines. The minima in the frequency shift in Fig. 4.1 indicate the locations of

the aluminum lines. The minima have different magnitudes, probably due to the

probe scratching the lines during scanning. This figure shows that the spatial

resolution of the microscope is better than 2 µm.

A second demonstration of the spatial resolution of the microscope is shown

in Fig. 4.2. The sample, from a leading semiconductor manufacturer, contains 2

µm wide aluminum lines which are buried beneath a 1 µm thick SiO2 dielectric

overlayer. An optical photograph is shown in Fig. 4.2(a), while frequency shift

and Q images are shown in (b) and (c). The image in (b) shows that even with

the metallic lines 1 µm below the probe tip, the spatial resolution is ∼ 2 µm.

We expect the resolution to be worse in the case of buried features than in the

measurement of surface properties, since the buried metallic lines are farther from

the probe tip, where the microwave electric field is weaker and more spread out.
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Figure 4.1: (a) Optical photograph, and (b) a line scan, of a series of

aluminum lines on Mylar. The lines are ∼ 0.6 µm wide, and have a

periodicity of 2 µm.
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Figure 4.2: A sample with 2 µm-wide aluminum lines, which are buried

under a 1 µm thick SiO dielectric overlayer. (a) Optical photograph,

(b) frequency shift (∆f) image, and (c) “2f” signal image are of the

same 30 ×30 µm2 region.
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4.5 Effect of Contact on the Probe Tip and Sam-

ple

4.5.1 Damage to the Probe Tip

A concern with contact mode imaging is that both the probe and sample could

become damaged due to the probe tip being pressed against and dragged across

the sample. For a probe tip with a radius of 0.5 µm pressed against a sample with

a force of 50 µN, the pressure is 6 × 107 Pa, which could be enough to damage

the sharp tip.

To preserve the sharpness of the probe tip, two things can be done. First, the

force between the probe and the sample is minimized, using the spring-loaded

cantilever described in Sec. 2.2. Second, we use STM tips made of tungsten,

which is a hard metal.

Figure 4.3(a) shows a scanning ion-beam image, taken by Andrei Stani-

shevsky, of one of our STM tips before being used for scanning. The radius

of curvature of the tip is approximately 0.5 µm. Figure 4.3(b) shows a tip after it

has been used for several scans in contact mode. The sharp end has now become

blunt, with a radius of about 1.5 µm. The tip is asymmetric, due to the probe

being dragged across the sample from right to left. Despite the bluntness of a

used STM tip, we find experimentally that the spatial resolution is still 1–2 µm,

which is somewhat surprising considering the bluntness of the used tip shown in

the Fig. 4.3(b).
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Figure 4.3: Scanning ion-beam images of (a) an unused STM tip, and

(b) a tip which has been used in contact mode with the microwave

microscope.
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4.5.2 Damage to the Sample

The second concern with contact mode imaging is damage to the sample. We

would expect the dragging motion of a probe to scratch the sample.

Figure 4.4(a) shows a frequency shift (∆f) image of a Ba0.6Sr0.4TiO3 thin film

(this sample will be discussed further in Chapters 5 and 6). The image is of a

20 × 20 µm2 region, and has a vertical line (marked by the arrows) which has

been milled through the thin film with a focused ion beam.

Figure 4.4(b) shows an atomic force microscope (AFM) image of the same

region as (a), acquired after the microwave imaging. No sign of scratching by the

microscope probe tip is evident in the image. Thus, we can conclude that at least

as long as a sample isn’t too soft, the surface will not be significantly damaged

by contact mode imaging.
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Figure 4.4: (a) A frequency shift (∆f) image of a Ba0.6Sr0.4TiO3 thin

film sample. The scan region is 20×20 µm2. (b) An AFM image of the

same region, which shows no evidence of scratching by the microwave

microscope probe tip.
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Chapter 5

A Physical Model for Dielectric Imaging

5.1 Introduction

To go beyond imaging surface property contrast in dielectrics, quantitative di-

electric imaging is required. We accomplished this using a physical model for

the system. Using this physical model, we can obtain the relationship between

the frequency shift ∆f of the microscope and the permittivity εr of the sample.

This requires calibration standards which have known permittivities. However,

because of the model, the calibration standards don’t have to be exactly like the

sample of interest. For example, for a dielectric thin film sample, one doesn’t need

to have a thin film calibration standard, which would be difficult, considering the

large variation in permittivity from sample to sample for thin films. Finally, the

model allows the use of different probe tips which aren’t exactly alike; this is

especially important for STM tips in contact with the sample, where the shape

of the sharp tip, which can vary, affects the measurement.

Thus, the model has three purposes: (1) to interpolate between data from

calibration samples (Sec. 5.4), (2) to allow the quantitative imaging of samples

which aren’t exactly like the calibration samples (Sec. 5.5), and (3) to allow for
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probe tips which have different shapes (Sec. 5.2.1).

5.2 Modeling the Fields Near the Probe Tip

5.2.1 Model Geometry

The first step for modeling quantitative dielectric imaging is to calculate the

microwave fields near the probe tip. The simplest case is a uniform bulk dielectric

sample. Because the probe tip length is much less than the wavelength λ ∼ 4 cm,

a static calculation [81] of the microwave electric fields is sufficient. Due to the

complicated geometry of the probe tip in contact with a multi-layered sample,

I used a finite element model, rather than an analytical model (see Sec. 5.6.3).

Cylindrical symmetry further simplified the problem to two dimensions.

The resulting problem (Fig. 5.1) consists of a rectangular grid, with the two

axes r (the cylindrical radius) and z. The left border of the grid is the cylindrical

axis, with r = 0. The bottom border of the grid is the sample holder. The sharp

probe tip was defined to be at a potential Φ = 1. Beneath the sample, I used the

boundary condition Φ = 0, which is the boundary condition for a metal. Thus,

experimentally, the sample holder has a metal layer on top of which the sample

is placed; an advantage of this metal layer is that the microwaves are screened

from whatever is beneath the metal. The outer boundary of the finite element

grid must be sufficiently far away from the probe tip that the chosen boundary

conditions do not affect the calculated electric field near the probe tip. A finite

element grid outer radius of at least 4 mm, and a height of the top boundary above

the sample surface of 1.5 mm, were adequate. The outer boundary condition was

dΦ/dn = 0 where n is the coordinate normal to the edge. It would have been
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Figure 5.1: The geometry of the finite element relaxation model (not

to scale). The left border represents the cylindrical coordinate axis.

Inside the dashed box, the grid cell spacings, ∆r and ∆z are constant,

while outside, they continuously increase toward the boundaries.

54



Φ� �� � �

Φ�� ��� Φ� �� Φ�����

Φ� �� ��

∆�� � �

∆��

∆��

∆��� �

ε�

ε	

Figure 5.2: A grid element in the finite element simulation, and the four

adjacent element. The permittivity εr is changes between row j−1 and

row j.

equally appropriate to use the outer boundary condition Φ = 0, since the electric

field is small far away from the probe tip.

The probe tip is represented as a cone of aspect ratio α with a blunt end

of radius r0. For each column of grid elements, ∆r is defined as the physical

distance represented by the spacing between columns in the grid (see Fig. 5.2).

Similarly, for each row of cells, ∆z represents the spacing between rows in the

vertical direction. Inside the dashed box in Fig. 5.1, both ∆r and ∆z are constant.

However, outside the dashed box, both ∆r and ∆z continually increase toward the

boundary of the grid. This allows the grid element spacing to be small (≤ 0.1 µm)

inside the dashed box where the electric field is strongest, and large near the

boundary where the electric field is weakest, permitting the outer boundaries to

be very far away from the probe tip.

To account for variation between probe tips, the probe aspect ratio α =
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∆z/∆r can be adjusted by changing ∆z or ∆r inside the dashed box in Fig. 5.1.

For example, for ∆z = ∆r, the angle θ in Fig. 5.1 is 45◦. For the results here, I

fixed ∆z = 0.1 µm inside the dashed box, and varied ∆r inside the box to change

α.

5.2.2 The Finite Element Model Equations

From elementary electrostatics [52], we have the three following equations, where

E is the electric field, D is the electric displacement, ε0 is the permittivity of free

space, εr is the relative permittivity, and Φ is the potential:

∇ ·D = 0 (5.1)

D = ε0εrE (5.2)

E = −∇Φ. (5.3)

Combining these, we find

∇2Φ +
1

εr

(∇Φ) · (∇εr) = 0. (5.4)

The second term is due to changes in the permittivity εr; without this term, we

would have the Laplace equation.

As shown in Fig. (5.2), Φi,j is the potential at the grid element at column i

and row j; r is the radial coordinate, while z is the vertical coordinate. Also,

∆zj−1, ∆zj, ∆ri−1, and ∆ri are the physical separation between grid elements

represented in the model; in general, they do not have to be equal. Finally, ε1

and ε2 are the permittivities of row j− 1, and rows j and j + 1, respectively. We

will start with the simplest case, with ∆zj−1 = ∆zj = ∆ri−1 = ∆ri ≡ ∆r, and

ε1 = ε2. We need the following definitions to calculate Φi,j as a function of Φi,j−1,
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Φi−1,j, Φi+1,j, and Φi,j+1:

∇2Φ =⇒ ∂2Φ

∂z2
+

∂2Φ

∂r2
+

1

r

∂Φ

∂r
(5.5)

∂2Φ

∂z2
=⇒ Φi,j−1 − 2Φi,j + Φi,j+1

(∆r)2
(5.6)

∂2Φ

∂r2
+

1

r

∂Φ

∂r
=

Φi+1,j − 2Φi,j + Φi−1,j

(∆r)2
+

Φi+1,j − Φi,j

r∆r
(5.7)

Solving Eq. 5.4 for Φi,j, we find that Φi,j is a weighted average of the values of

the four adjacent cells:

Φi,j =
Φi+1,j(1 + ∆r

r
) + Φi−1,j + Φi,j−1 + Φi,j+1

4 + ∆r
r

. (5.8)

A more general case for this calculation allows ∆r and ∆z to be unequal, and

a function of the row number j and the column number i. Also, the permittivity

εr can be different for different rows, as shown in Fig. 5.2. Finally, we will allow

εr2 to be anisotropic. In other words, εr2 is a tensor, which we assume to take

the form

−→−→εr2 =




εr
r2 0 0

0 εr
r2 0

0 0 εz
r2




. (5.9)

Now we have the following:

∂2Φ

∂z2
=⇒ 2

∆zj−1 + ∆zj

(
Φi,j−1 − Φi,j

∆zj−1

+
Φi,j+1 − Φi,j

∆zj

)
(5.10)

∂2Φ

∂r2
+

1

r

∂Φ

∂r
=⇒ 2

∆ri−1 + ∆ri

(
Φi+1,j − Φi,j

∆zj−1

+
Φi−1,j − Φi,j

∆zj

)

+
Φi+1,j − Φi,j

r∆ri

(5.11)
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1

εr

(∇Φ) · (∇εr) =⇒ 1

εr2

(
Φi,j−1 − Φi,j

∆zj−1

)(
εr1 − εr2

∆zj−1

)
. (5.12)

Solving Eq. 5.4, we have a new equation for Φi,j which replaces Eq. 5.8:

Φi,j =

[
2εz

r2

(
Φi,j+1∆zj−1 + Φi,j−1∆zj

∆zj−1 + ∆zj

)

+ 2εr
r2

(
∆zj−1∆zj

∆ri−1∆ri

)(
Φi+1,j∆ri−1 + Φi−1,j∆ri

∆ri−1 + ∆ri

)

+ εr
r2Φi+1,j

∆zj−1∆zj

r∆ri

+ Φi,j−1(ε
z
r1 − εz

r2)
∆zj

∆zj−1

]

/[
2εr

r2∆zj−1∆zj + 2εz
r2∆ri−1∆ri + εr

r2

∆zj−1∆zj

r∆ri

+ (εz
r1 − εz

r2)
∆zj

∆zj−1

]

(5.13)

Equation 5.13 is the most general case that was needed for the probe tip field

model.

The finite element grid consists of 84 × 117 cells, which is small enough to

be a manageable calculation with a modern personal computer. Using Eq. 5.13

for each individual grid element, we can solve the two-dimensional finite element

problem using relaxation methods [80]. The idea of a relaxation calculation is that

no matter what the initial values of Φi,j, by iterating the calculation for Φi,j over

the whole grid, the values of Φ will gradually “relax,” or converge asymptotically,

to the solution. I used a Microsoft Excel spreadsheet to perform this iterative

calculation; using a spreadsheet simplified the analysis and display of the results,

since all calculations could be performed in Excel. In addition, the speed of the

calculation was significantly enhanced by using the method of successive over-

relaxation (SOR), which is discussed in Ref. [80].

Two possible fitting parameters for the model are the aspect ratio α of the

conical tip, and the radius r0 of the blunt probe end. We obtain a satisfactory

fit with our data (see below) by fixing r0 = (0.6 µm)/α. This leaves α as a single
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fitting parameter to represent all probe tips; typically we find that 1 < α < 2

for all of our probes. The need for only one fitting parameter is a significant

result which greatly simplifies the calibration process, though it is probably a

characteristic of the STM tips we use [66] rather than of STM tips is general.

Shown in Fig. 5.3(a) is the calculated electric field near the probe tip for a

probe with α = 1, and a sample with εr = 2.1. We notice that the fields are

concentrated near the probe tip, as expected. The spatial resolution is related

to the size of the probe tip, as shown by this concentration of the fields near the

tip. Figure 5.3(b) shows the calculated electric field as a function of radius away

from the center of the probe, for two samples with εr = 2.1 and 305. For higher

εr, the fields are more highly concentrated, and fall off more quickly away from

the probe, suggesting that the spatial resolution of the microscope is higher for

high εr bulk materials (see Sec. 5.6.1).

5.3 Calculating Frequency Shift From Pertur-

bation Theory

Using resonant cavity perturbation theory [5], we calculated the frequency shift of

the microscope as a function of the fields near the probe tip. For this derivation,

we start out with two resonant cavities, which have the same volume, but differ

in the permittivities ε1 = ε0εr1 and ε2 = ε0εr2, and permeabilities µ1 and µ2 inside

the two cavities. The electric and magnetic fields inside the two cavities are E1

and E2, and H1 and H2. Assuming that the cavities are lossless, the change in

resonant frequency upon going from cavity 1 to cavity 2 is [5]

f2 − f1

f2

=
∆f

f
=

∫
VC

[(µ2 − µ1)H1 ·H2 − (ε2 − ε1)E1 · E2] dV∫
VC

(ε1E1 · E2 − µ1H1 ·H2)dV
(5.14)
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Figure 5.3: (a) The calculated electric field magnitude near the probe

tip (in the region indicated by the dashed box in Fig. 5.1) for a sample

with permittivity εr = 2.1, and a probe with aspect ratio α = 1 and

tip bluntness r0 = 0.6 µm. The electric field magnitude as a function

of radius (b) and depth in the sample (c) are shown for samples with

εr = 2.1 and 305.
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where Vc is the volume of the cavities, and f1 and f2 are the resonant frequencies

of the two cavities. Since we are interested in dielectric materials rather than

magnetic materials, we take µ1 = µ2. We also take the perturbation to be only in

a small volume VS ¿ VC . Thus ε1 = ε2 in all of the cavity except in the volume

VS of the sample, where ε1 6= ε2. Using the relation
∫

VC

ε|E|2 =

∫

VC

µ|H|2 (5.15)

for a lossless cavity, the denominator in Eq. 5.14 becomes
∫

VC

(ε1E1 · E2 − µ1H1 ·H2)dV =

∫

VC

(ε1|E1|2 + µ1|H1|2)dV ≈ 2

∫

VS

ε1|E1|2dV

(5.16)

The energy stored in a lossless resonant cavity is

W =

∫

V

ε

4
|E1|2dV +

∫

V

µ

4
|H1|2dV = 2

∫

V

ε

4
|E1|2dV (5.17)

Thus, Eq. 5.14 can be written as

∆f

f
≈ − ε0

4W

∫

VS

(εr2 − εr1)E1 · E2dV. (5.18)

We calculate an approximate W using the equation for the loaded Q of the

resonator

QL =
ω0W

Pl

, (5.19)

where ω0 is the resonant frequency, and Pl is the power loss in the resonator.

We use Eq. 5.18 to convert the electric field calculated in Sec. 5.2.2 to the

frequency shift ∆f of the microwave microscope.

5.4 Bulk Sample Imaging

To establish the validity of our microscope and model for performing permittivity

measurements, we started with bulk dielectric materials. For the imaging of 500
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µm thick bulk samples, we use a bare 500 µm thick LaAlO3 (LAO) substrate

for the unperturbed system (εr1 = 24, E1) [124], because its properties are well-

characterized and it is a common substrate for oxide dielectric thin films. Thus,

cavity 1 (see Sec. 5.3) is the microscope with the probe in contact with a LAO

sample, while cavity 2 (the perturbed system) is the microscope with the probe

in contact with the sample to be imaged. The frequency shift ∆f is the change

in the microscope’s resonant frequency upon replacement of the LAO substrate

by the sample of interest with permittivity εr2.

In order to obtain a comparison between the model presented above and

experimental results, we scanned a series of 500 µm thick bulk dielectrics with

known microwave permittivities [55, 60]: Teflon (εr = 2.1), MgO (εr = 10), LAO

(εr = 24), and SrTiO3 (εr = 300). In Fig. 5.4, the experimental frequency shift

data points are shown for three different probe tips. Model fits are also shown,

with different values of the fitting parameter α for each probe tip. Note that the

zero of frequency shift is for LAO (εr = 24), the chosen unperturbed state of our

resonator.

To measure the permittivity εr of a dielectric sample, we must first calibrate

the probe (i.e. determine the parameter α) using at least two samples with known

εr and the same thickness. I normally use three samples (Teflon, LAO, and

SrTiO3), and plot them in a graph much like Fig. 5.4, to find the value of α

which gives the best fit to the model. Once α has been determined from this

calibration, we can measure εr of any sample, using the finite element model and

Eq. (5.18) to convert the measured ∆f to εr.

We tested this method by measuring εr of a 500 µm thick KTaO3 crystal,

which is paraelectric with a cubic perovskite structure at room temperature (Tc =
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Figure 5.4: Model results (lines) vs. data (symbols) for 500 µm thick

bulk dielectrics for three different probe tips with different values of the

aspect ratio α. Frequency shifts are relative to a LaAlO3 sample, with

εr = 24.
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Figure 5.5: (a) The unperturbed and (b) perturbed resonator for a thin

film on a LAO (εr = 24) substrate.

13 K) [54]. We found the permittivity to be εr = 262 ± 20, in agreement with

microwave data in the literature (εr = 240 at 9.4 GHz) [84] and low-frequency

data obtained with a parallel-plate capacitor (εr = 260 at 100 Hz, and εr = 238.5

at 100 kHz).

5.5 Thin Film Imaging

In the case of thin films on a LAO substrate, the unperturbed system (cavity 1 in

Sec. 5.3) is a bare LAO substrate, while the perturbed system (cavity 2) is a thin

film on a LAO substrate (see Fig. 5.5). Because the change in total thickness with

the addition of a thin film is negligible compared to the 500 µm thick substrate,

we can treat the thin film as the only perturbation to the system. Thus, VS in

Eq. 5.18 includes only the thin film volume, and we calculate the frequency shift

∆f associated with replacing a thin top layer of the LAO substrate with a thin
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Film material Thickness (nm) Microwave εr εr at 10 kHz

SrTiO3 440 145± 26 at 7.2 GHz 150

Ba0.6Sr0.4TiO3 300 388± 14 at 8.1 GHz 700

Ba0.6Sr0.4TiO3 400 573± 27 at 8.1 GHz 1030

Table 5.1: Comparison of microwave permittivity εr of thin-films on

LaAlO3, measured with the microwave microscope, and low-frequency

permittivity, measured using interdigital electrodes.

film of permittivity εr2.

Once a probe’s α parameter is found using the bulk calibration method de-

scribed in Sec. 5.3, we use the thin film model to obtain a functional relationship

between ∆f and εr of the thin film.

To test the thin film model, we imaged thin-film samples of SrTiO3 and

Ba0.6Sr0.4TiO3 (BST) on 500 µm thick LAO substrates. The results are sum-

marized in Table 5.1. The thin-film permittivity was also measured at 10 kHz

using Au interdigital electrodes deposited on the films. Both our microwave mea-

surements and the interdigital electrode measurements are primarily sensitive to

the in-plane component of εr for these samples (see Sec. 5.6.2). For the SrTiO3

sample, the microwave permittivity is comparable to the low-frequency permit-

tivity, showing that there is very little dispersion in this film. On the other hand,

the BST films both show significant dispersion, which is nonetheless within the

range observed in the literature for similar films [46, 96].
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5.6 Other Microscope Issues, Using the Model

5.6.1 Spatial Resolution

Using the finite element model, we can calculate the spatial resolution of the

microscope. From Eq. (5.18) we see that the important quantity is the electric

field dot product E1· E2 contained in the integral. Near the probe tip, the electric

field is strongest, falling off nearly to zero at the outer boundary of the model

grid. Thus, most of the contribution to the integral will come from the region

in the sample near the probe tip. For our purposes, we define the lateral spatial

resolution to be 2rres, where the integral over the volume V = πr2
resd under the

probe tip is equal to half of the integral over the volume of the whole sample.

For thin films, we take the depth d to be the thickness of the film, while for bulk

samples, we choose d = 2rres.

Figure 5.6 shows the calculated spatial resolution for both a 500 µm thick

bulk dielectric sample, and for a 400 nm thin film on a 500 µm thick LAO

substrate, for a typical probe with r0 = 0.4 µm and an aspect ratio α = 1.5.

We notice that the spatial resolution is the highest (2rres ∼ 1 to 1.3 µm) for

thin films; this value for 2rres agrees with experimental results (see Sec. 4.4,

and Sec. 5.7). At high permittivities, the spatial resolutions for bulk and thin

film samples converge to about 1.5 µm, which is approximately twice the tip

bluntness of 2r0 = 0.8 µm. Model results show that the spatial resolution for any

εr is approximately proportional to r0.
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Figure 5.6: Spatial resolution of the microscope as a function of sample

permittivity, for a probe tip with aspect ratio α = 1.5 and radius

r0 = 0.4 µm (see Fig. 5.1). These model results are given for a 500 µm

thick bulk sample, and a 400 nm thin film on top of a 500 µm bulk

LAO substrate.
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5.6.2 Permittivity Tensor Directional Sensitivity

Again using the model, we can determine the directional sensitivity of the micro-

scope to the permittivity tensor by finding the relative magnitude of the radial

(Ir) and vertical (Iz) components of the integral in Eq. (5.18). This ratio is equal

to

Ir

Iz

=

∫
VS

Er1Er2dV∫
VS

Ez1Ez2dV
, (5.20)

where Er1, Er2, Ez1, and Ez2 are the unperturbed and perturbed radial and

vertical electric fields, respectively. This quantity Ir/Iz is shown in Fig. 5.7 as

a function of sample permittivity for a 500 µm thick bulk dielectric and a 400

nm thin film on a 500 µm thick LAO substrate. As shown in the figure, for low-

permittivity bulk samples, the normal (z) component of the permittivity tensor

dominates, while for most thin films, the in-plane (radial) component dominates.

However, this calculation is valid only for small deviations from the isotropic case.

We tested these model results by imaging a 5 × 5 × 10 mm 0.1% Ce-doped

(SrxBa1−x)1−y(Nb2O5)y (SBN) single crystal, with x = 0.61 and y = 0.4993.

This anisotropic crystal has specified low-frequency permittivities of ε11 = 450

and ε33 = 880 [28]. We found that the microscope frequency shift was ∼ 5%

larger (more negative) when the probe was in contact with the face with ε33 in-

plane, relative to when the probe was in contact with the face with ε11 in-plane;

this agrees well with our model results, which predict a difference of 7%.

Another way to investigate the microscope’s sensitivity to dielectric anisotropy

is using Eq. 5.13, with εr
r 6= εz

r. Shown in Fig. 5.8(a) are the fields (equipotential

lines) for an isotropic sample with εr
r = εz

r = 50. The fields for two anisotropic

samples are shown in (b) and (c). In (b), εr
r is larger than εz

r, so that the electric

field is oriented more in the vertical direction than in (a). In (c), εr
r is smaller
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Figure 5.7: The directional sensitivity of the microscope to the sample’s

permittivity tensor. The ratio Ir/Iz gives the relative contribution of

the radial (in-plane) to the vertical (normal) components of εr. Results

are given for a 500 µm thick bulk sample, and a 400 nm thin film on

top of a 500 µm bulk LAO substrate.
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Figure 5.8: Calculated electric field near the probe tip for three dif-

ferent samples. The equipotential lines are shown; the electric field is

perpendicular to these lines, and is largest where the lines are close

together. (a) Isotropic sample with εr
r = εz

r. Anisotropic samples are

shown in (b) and (c).
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Figure 5.9: Model results for frequency shift vs. permittivity for some

isotropic and anisotropic dielectric samples. Frequency shift is relative

to a sample with εr
r = εz

r

than εz
r, so that the electric field is larger in the horizontal direction.

Model results for the frequency shift of the microscope are shown in Fig. 5.9

for some 5.5 mm thick anisotropic dielectric samples. Curve (a) indicates the

frequency shift for a sample with εz
r fixed at 7, while εr

r is variable. Curve (b)

indicates the frequency shift for εr
r fixed at 7, while εz

r is variable. Finally, curve

(c) is for isotropic samples. The frequency shifts are relative to a sample with

εr
r = εz

r = 10. Because the slope of curve (b) is larger than the slope of curve (c),

the microwave microscope is more sensitive to changes in εz
r for these samples.

This is in agreement with the “bulk” curve Fig. 5.7.
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A second example of an anisotropic dielectric material is triglycine sulfate

(TGS), which will be investigated in depth in Chapter 8. In TGS, ε11 and ε33 are

virtually constant over a large temperature range, while ε22 is a strong function

of temperature [49]. Curve (b) in Fig. 5.9 with εz
r variable will be used in Chapter

8 to compute quantitative permittivity in TGS.

5.6.3 Spherical Approximation for the Probe Tip

As an alternative to our finite element model, an analytic solution for the electric

field near the probe tip can be found by approximating the probe tip as a sphere

of radius rsph, and assuming an infinite sample. This model has been used by

X.-D. Xiang et al. at Lawrence Berkeley Labs for quantitative measurement of

sample permittivity [39, 40]. Wanting to compare our finite element model with

this analytic approximation, we tried replacing the blunt cone with a sphere in

our finite element model. To obtain the correct dependence of frequency shift on

sample permittivity, it was necessary to include a second fitting parameter, the

radius r0 of a flat area of the sphere in contact with the sample. The best fit of

∆f vs. εr for one of our probes gave rsph = 14 µm and r0 = 0.4 µm, as shown in

Fig. 5.10(a).

The required radius rsph of the sphere is surprisingly large, so we calculated

the spatial resolution of such a probe using the method described in Sec. 5.6.2, for

a 400 nm thin film with εr = 300 on a LAO substrate. Shown in Fig. 5.10(b) is

the integral inside a cylinder of radius rint as a fraction of the total integral in Eq.

5.18, for a spherical tip and the corresponding conical tip. For the sphere-shaped

probe, the spatial resolution was 2rres = 3 µm. The conical probe model giving

the best fit of ∆f vs. εr has α = 1.3, giving a spatial resolution of 1.4 µm [see
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Figure 5.10: (a) Data vs. model results, using a spherical approxima-

tion for the probe tip, with 500 µm thick bulk dielectric samples. The

spherical tip parameters are the sphere radius rsph = 14 µm, and con-

tact area radius r0 = 0.4 µm. (b) The contribution to the electric field

integral in Eq. 5.18 inside a radius rint as a fraction of the total inte-

gral. Results are given for the sphere-shaped probe tip, and a blunt

cone-shaped tip (with α = 1.3), for a 400 nm thin film of permittivity

εr = 300 on a 500 µm thick LAO substrate. (c) Scale drawing showing

a comparison between the conical and spherical probes.
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Fig. 5.10(c)]. In addition, because of the slow fall-off of the integral as a function

of radius for a spherical tip [Fig. 5.10(b)], imaging with such a tip would result in

the smallest image features being smeared out to a diameter greater than 10 µm.

Since we do not observe this effect, and find our spatial resolution to be much

closer to 1.4 µm, we conclude that a cone is a much better approximation for the

probe tip than a sphere, at least for the geometry of our system. We believe that

this is due to the long-range nature of electromagnetism, where the potential due

to a point charge diminishes at the rate 1/r, causing the sides of the cone-shaped

tip to have an important contribution to the frequency shift [113]. Figure 5.3(a)

illustrates this effect, by showing that even at a distance of 6 µm from the axis,

the electric field is relatively strong at the cone surface.

Also, a problem with an analytic solution using a sphere for the tip is the

limitation to a single fitting parameter, the sphere radius rsph. For our probe

tips, it was not possible to obtain a reasonable fit with the data on a ∆f vs. εr

curve without an additional fitting parameter, such as the radius of a flat area

on the sphere (a geometry which cannot be solved analytically).

These results are supported by the findings of other groups [51, 82, ?] which

were unable to obtain agreement between their data and a model which represents

the probe tip as a sphere. For example, to achieve reasonable agreement between

model and theory, S. Hyun et al. had to introduce another fitting parameter to

the spherical probe tip model, a sample-independent frequency shift offset, which

they claim is due to the sides of the cone-shaped probe.

The assumption of an infinite sample [39, 40] can also pose problems. We

find that this is an unrealistic assumption, because the properties of whatever

is directly beneath the sample substrate can have a measurable effect on the
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frequency shift of the microscope, which will affect quantitative imaging. We

believe that a better approach is to have a bulk conducting ground plane beneath

the sample in the experiment and also in the model, so that everything beneath

this ground plane can be safely ignored.

5.7 Images of a (Ba,Sr)TiO3 Thin Film

To demonstrate the usefulness of this quantitative permittivity imaging tech-

nique, we scanned a sample (see Fig. 5.11) consisting of a laser-ablated 370 nm

thick Ba0.6Sr0.4TiO3 (BST) thin film on a 70 nm La0.95Sr0.05CoO3 (LSCO) coun-

terelectrode. The substrate is LaAlO3 (LAO). The films were deposited at 700

◦C in 200 mTorr of O2. The sheet resistance of the LSCO counterelectrode is

about 400 Ω/¤, sufficiently large to render it invisible at microwave frequencies.

Figure 5.12(a) shows a schematic diagram of a 76.5×20 µm2 region of the thin

film sample which we scanned. The gray-shaded areas indicate regions which were

milled through the BST layer using a gallium focused ion beam (FIB). There is

a 1 µm wide line and a corner of a 5 µm wide “frame” surrounding an untouched

20×20 µm2 region. Fig. 5.12(b) shows a permittivity image of the region sketched

in (a). The narrow line shows up as a wider band with low permittivity, a sign

that the region near the line was damaged by the gallium ion beam tails [117]

during milling. The wide frame appears as a double line in (b) due to edge

effects at the edge of the milled area; also, the value of εr shown in this wide

frame region is invalid, since there is no dielectric thin film there. Several low-

permittivity regions appear randomly scattered over the scan area. As shown

in Fig. 4.4, these probably are particles (“laser particles”) on the surface which

accrued during pulsed laser deposition [94].
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Figure 5.11: Cross-sectional schematic of a Ba0.6Sr0.4TiO3 thin film

sample. Also shown is typical defective regions, including laser parti-

cles, re-deposited material, and ion-beam damaged material.
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Figure 5.12: Images of a 370 nm thick Ba0.6Sr0.4TiO3 (BST) thin film

on a 70 nm La0.95Sr0.05CoO3 (LSCO) counterelectrode on a LaAlO3

(LAO) substrate. Images are of the same 76.5 ×20 µm2 region. (a)

Schematic diagram of the focused ion beam (FIB) milled regions in the

scan region. (b) Scan of the thin film permittivity before annealing.

(c) Thin film εr after annealing at 650 ◦C in air for 20 minutes.
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After acquiring the image shown in Fig. 5.12(b), we annealed the sample at

650 ◦C in air for 20 minutes. Afterward, we scanned the same region again; the

resulting image is shown in (c). The overall thin film permittivity has increased

between (b) and (c), and the narrow line has become less prominent, indicating

that perhaps the permittivity of the damaged region was partially restored.

In addition, using the size of the smallest features visible in Fig. 5.12, we again

find the spatial resolution to be 2 µm or better, in agreement with our theoretical

results in Sec. 5.6.1.

5.8 Sensitivity to Permittivity

We found the sensitivity of the microwave microscope by observing the noise in

the dielectric permittivity and tunability data. For a 370 nm thin film on a 500

µm thick LAO substrate, with an averaging time of 40 ms, we found that the

permittivity sensitivity is ∆εr = 2 at εr = 500.
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Chapter 6

Nonlinear Dielectric Imaging

6.1 Introduction

Dielectric nonlinearity, or the dependence of permittivity on electric field, is

another property of interest for dielectric materials. For example, electrically-

tunable microwave electronics, such as filters and phase shifters, rely on the

nonlinear characteristics of paraelectric materials [1, 23, 73]. Dielectric nonlinear-

ity is also useful in the investigation of ferroelectric critical phenomena, where

nonlinearity reaches a maximum near the Curie temperature [69].

Several different methods are available for measuring dielectric nonlinearity.

The most common method is to use thin-film capacitors, such as interdigital elec-

trodes or parallel-plate capacitors. The linear permittivity is measured through

the capacitance by applying an ac voltage to the electrodes [41]; by applying a dc

voltage in addition to the ac voltage, one can also measure dielectric nonlinearity

[46, 49, 72]. This method is useful for frequencies up to ∼ 1 MHz.

A second method is to apply an ac voltage to a sample, and measure the

component of the permittivity at higher harmonics of the fundamental measure-

ment frequency. This method can be readily applied to the traditional capacitive
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measurements [69]. It can also be used at higher frequencies, such as microwave

[103] or optical frequencies [89]. A disadvantage of this method is that it re-

quires a high-bandwidth measurement system. For example, if the measurement

frequency is at 8 GHz, the system must be able to simultaneously operate at 16

GHz for the second harmonic, and 24 GHz for the third harmonic. However, some

components in our system have low bandwidth, such as the directional coupler

(7–12.4 GHz) and isolators between the microwave source and decoupler (5–10

GHz). A solution would be to use higher-bandwidth components.

A third method is to measure the permittivity at high frequency (eg., mi-

crowave frequencies), and simultaneously apply a lower-frequency ac voltage to

the sample. Dielectric nonlinearity can then be measured by monitoring har-

monics of the ac signal. For example, one could measure the permittivity at 8

GHz, while applying an ac voltage at 1 kHz. The dielectric nonlinearity would

be measured by monitoring the component of the permittivity at 1 kHz for the

first harmonic, and 2 kHz for the second harmonic. This method, introduced by

Cho et al. [24], was the method which we adopted for our measurements. The

advantage over the second method above is that we do not need a high-bandwidth

system.

6.2 Measuring Dielectric Nonlinearity

To measure dielectric nonlinearity, we use a bias tee in the resonator to apply

a dc or low-frequency voltage bias to the sample (see Sec. 4.2). A grounded

metallic layer beneath the thin film acts as a counterelectrode, as shown in Fig.

6.1. In order to prevent the counterelectrode from dominating the microwave

measurement, we use a high-sheet-resistance counterelectrode, making it virtually
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Figure 6.1: Schematic showing the nonlinear dielectric measurement

setup for a thin film sample. A bias tee in the microscope resonator

allows a voltage bias to be applied to the probe tip. The applied bias

can have both dc and ac components.
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invisible to the microwave fields. This is illustrated in Fig. 3.3(b), which shows

that at high sheet resistances the frequency shift saturates at a value dependent

only on the substrate. As a result, the presence of the thin-film counterelectrode

can be safely ignored in the finite-element model described in Chapter 5.

Because the counterelectrode is immediately beneath the dielectric thin film,

the applied electric field is primarily in the vertical direction, unlike the mi-

crowave electric field, which is mainly in the horizontal direction for thin films

with large permittivities (Fig. 5.6.2). Figure 6.2 shows the low-frequency electric

field distribution beneath the probe tip, as calculated using the finite-element

model presented in Sec. 5.2.2. As shown in this figure, the electric field beneath

the probe tip is mainly in the vertical direction, and is quite uniform. Thus, we

can assume that the bias electric field is Eb = Vb/tf , where tf is the thickness of

the dielectric thin film, and Vb is the bias voltage.

An example of frequency shift vs. bias voltage is shown in Fig. 6.3(a). The

sample was the same as that described in Sec. 5.12: a 370 nm thick Ba0.6Sr0.4TiO3

(BST) thin film on a 70 nm La0.95Sr0.05CoO3 (LSCO) counterelectrode on a

LaAlO3 (LAO) substrate. The sheet resistance of the LSCO layer is approxi-

mately 400 Ω/¤, sufficiently large to render it invisible at microwave frequencies.

The small amount of hysteresis seen in Fig. 6.3 is probably due to the broadened

transition temperature of the nominally paraelectric thin film.

For imaging purposes, it is useful to measure the nonlinearity without having

to sweep the bias voltage and acquire multiple data points at each location on

a sample, as was done in Fig. 6.3. This is accomplished by modulating the bias

voltage and using a lock-in amplifier referenced at the bias modulation rate ωb
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Figure 6.2: The low-frequency electric potential beneath the probe tip

in a 400 nm thin film with permittivity εr = 300. The equipotential

lines are shown; electric field lines are perpendicular to these. The

bottom surface of the probe tip doesn’t exactly line up with the dis-

continuity in the equipotential lines due to the 50 nm cell size used in

the calculation. The labels show the potential at each line.
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Figure 6.3: Dielectric nonlinearity at one point on the

BST/LSCO/LAO thin-film sample. (a) Frequency shift ∆f , which

is related to the permittivity εr; (b) first derivative df/dV ; and (c)

second derivative d2f/dV 2.
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(Fig. 6.1). If the bias voltage as a function of time is

Vb = V dc
b + Ṽb cos ωbt, (6.1)

then a lock-in amplifier referenced at ωb, with the ∆f as its input, will output

a signal proportional to the derivative of the ∆f vs. bias curve shown in Fig.

6.3(a). This derivative signal, which we call “df/dV ,” is shown in Fig. 6.3(b) as

a function of V dc
b . Finally, the second derivative of the ∆f vs. bias voltage curve

can be extracted using a lock-in amplifier referenced at 2ωb, as shown in (c). The

signals df/dV and d2f/dV 2 are related to the dielectric nonlinearity, as described

below.

6.3 Quantitative Dielectric Nonlinearity

Dielectric nonlinearity data are more useful if they are quantitative. The permit-

tivity of the BST thin-film sample, calculated from the data in Fig. 6.3(a) using

the method described in Chapter 5, is shown in Fig. 6.4. The permittivity of the

BST thin film decreases when an electric field is applied, which is the expected

result [13, 46].

To learn about quantitative dielectric nonlinearity, we expand the electric

displacement D in powers of the electric field E, and keep only the nonzero terms

[24]:

D1(E) = ε11E1 +
1

2
ε113E1E3 +

1

6
ε1133E1E

2
3 + ... (6.2)

We take E1 to be the rf electric field, which is primarily in the in the r direction

(see Sec. 5.6.2), and E3 = Eb to be the bias electric field, which is in the z

direction.
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Figure 6.4: Quantitative dielectric nonlinearity at one point on the

BST/LSCO/LAO thin film sample. (a) Linear permittivity εr; (b) first

nonlinear dielectric constant ε113; and (c) second nonlinear dielectric

constant ε1133.
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Adding a low-frequency oscillatory component (ωb = 1 kHz, with an amplitude

of Ṽb = 1 V, in our case) to the bias voltage, the applied electric field is

E3 = Edc
b + Ẽb cos ωbt. (6.3)

Substituting Eq. 6.3 in Eq. 6.2, we find that the effective rf permittivity is then

εrf =
D1

E1

= ε11 +
1

2
ε113E

dc
b + ε1133

(
(Edc

b )2

6
+

(Ẽb)
2

12

)

+ (
ε113

2
+

ε1133E
dc
b

3
)Ẽb cos(ωbt)

+
1

12
ε1133Ẽ

2
b cos(2ωbt) + ... (6.4)

We note that the components of εrf at ωb and 2ωb are approximately proportional

to the nonlinear dielectric constants ε113 and ε1133, respectively. Expanding the

resonant frequency of the microscope as a Taylor series about f0(εrf = ε11), we

have

f0[εrf (t)] = f0(ε11) +
df0

dεrf

∣∣∣∣
εrf=ε11

[εrf (t)− ε11] + ... (6.5)

Substituting Eq. 6.4 into Eq. 6.5, and keeping only the larger terms,

f0(t) ≈ constant +
1

2
ε113Ẽb

df0

dεrf

∣∣∣∣
ε11

cos(ωbt)

+
1

12
ε1133Ẽ

2
b

df0

dεrf

∣∣∣∣
ε11

cos(2ωbt). (6.6)

Thus, the components of the frequency shift signal at ωb and 2ωb can be extracted

to determine the nonlinear dielectric constants ε113 and ε1133. These nonlinear

quantities can be measured simultaneously with the linear permittivity (ε11) while

scanning.

The resulting nonlinear dielectric data are shown in Fig. 6.4(b) and (c). Be-

cause these data are extracted by modulating Vb, the noise in (b) is less than that

in (a). We notice that ε113 is close to zero for zero applied field, which would be
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expected for a material with no spontaneous polarization [24]. In addition, we

expect the sign of ε113 to be sensitive to the direction of the polarization (but

not necessarily the magnitude of the polarization), which is evident in (b) (see

Sec. 7.2). The second nonlinear dielectric constant, ε1133, on the other hand, is

nonzero at zero applied field. The curves in Fig. 6.4 are centered at a nonzero

field ∼ −20 kV/cm, probably because the asymmetric capacitor electrodes induce

unequal charges at the two electrodes [3, 72, 94], which in turn leads to a spon-

taneous internal field in the film, here on the order of 20 kV/cm. The observed

tunability of εr as shown in Fig. 6.4(a) is small (∼ 2%) probably because we are

measuring an off-diagonal nonlinear component of the permittivity tensor (ε113):

the applied field is in the vertical direction, while the microwave measurement is

sensitive mainly to the horizontal component of permittivity [94].

6.4 Nonlinear Dielectric Images

In order to obtain an image of dielectric nonlinearity, we apply a nonzero dc volt-

age bias. The derivative signal (df/dV ) is then nonzero for a nonlinear dielectric,

as shown in Fig. 6.3(b). Thus, the magnitude of df/dV should be related to

the dielectric nonlinearity. This df/dV signal, along with d2f/dV 2, can be ac-

quired simultaneously with the frequency shift signal ∆f using lock-in amplifiers

referenced at ωb and 2ωb, respectively.

In Fig. 5.12, we showed permittivity images of the 370 nm thick BST thin film

on a 70 nm LSCO counterelectrode on a LAO substrate. Shown in Fig. 6.5 are

nonlinear dielectric images which were acquired simultaneously with the linear

dielectric images shown in Fig. 5.12. For these images in Fig. 6.5, a dc bias of

−3.5 V was applied to the probe tip, giving an average vertical dc electric field of
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Figure 6.5: Nonlinear dielectric images of the BST/LSCO/LAO thin

film sample. (a) Schematic diagram of the focused ion beam (FIB)

milled regions in the 76.5 ×20 µm2 scan region. (b) Thin film tunability

as shown in the nonlinear dielectric constant ε113, before annealing. The

low-tunability regions were damaged during FIB milling. (c) Nonlinear

dielectric (ε113) image after annealing, showing that the tunability has

been restored.

89



−95 kV/cm in the BST thin film. Figure 6.5(b) was acquired before the sample

was annealed, and shows that the tunability has been destroyed near the narrow

FIB milled line, and over a large area within about 12 µm of the FIB milled

frame. Figure 6.5(c), which was acquired after annealing the sample at 650 ◦C in

air for 20 minutes, shows that the tunability has been restored in the damaged

regions, and slightly improved in the undamaged regions.

6.5 Other Methods of Applying a Bias

As an alternative, the electric field Eb could be applied in the horizontal direction

using thin film electodes, such as interdigital electrodes, deposited on top of

the dielectric thin film. The advantage in this case is that diagonal nonlinear

permittivity tensor terms could be measured, such as ε111 and ε1111; however,

we have found that the electrodes themselves contribute to the frequency shift,

causing the calculated value of εr to be too large. Another disadvantage is that

imaging is limited to the small gap between the electrodes.

Another method, which is applicable to bulk crystals, is to have no counter-

electrode. Because of the sharpness of the probe tip, if no metallic structures are

within a couple of microns of the tip, it simply does not matter what is grounded.

In this case, the electric field near the probe tip depends on the radius and shape

of the tip, rather than on the distance to ground. For a sample that is at least 0.5

mm thick, it does not make a difference whether the sample holder is grounded.

This method will be used to look at dielectric nonlinearity in crystals in Chapter

7.
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6.6 Sensitivity to Dielectric Nonlinearity

We found the sensitivity of the microwave microscope to dielectric nonlinearity

by observing the noise in the ε113 data. For a 370 nm thin film on a 500 µm thick

LAO substrate, with an averaging time of 40 ms, we found that the nonlinearity

sensitivity is ∆ε113 = 10−3 (kV/cm)−1.
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Chapter 7

Imaging of Domains in Ferroelectric Crystals

7.1 Introduction

Many methods are available for imaging of ferroelectric domains. Two of the old-

est include etching with a substance that preferentially etches domains with one

direction of polarization, and the powder technique, where a colloidal suspension

of charged particles, of a type which is attracted to domains with one orientation,

is allowed to evaporate [54]. Numerous other methods have been used as well.

An optical microscope with crossed polarizers can be used to view domains due

to the effects of optical birefringence (for 90◦ domains) and optical rotation (for

180◦ domains) [65]. Laser scattering can be used, because the index of refrac-

tion of domain boundaries is different from the domain’s interior [85]. Secondary

electrons in scanning electron microscopy are sensitive to the surface potential

variations that occur at different domains [15]. X-ray topography can be used

due to variations in the Bragg angle from one domain to the next [100]. Nematic

liquid crystals in a layer on top of the crystal will align with the polarization,

allowing viewing of the domain structure with crossed polarizers [106]. A pyro-

electric probe involves locally heating the sample with a laser, and detecting the
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sign of the pyroelectric current [76]. Second harmonic generation of reflected light

is sensitive to the direction of polarization relative to the incident beam, when

the beam is at an angle to the surface [18]. Finally, electrostatic force microscopy

can be used to image domains by measuring the local sign of the piezoelectric

coefficient [38].

We also are able to image ferroelectric domains with our microwave micro-

scope. While our method is slower, and has lower spatial resolution than most

other techniques, this measurement was useful because we can use the same in-

strument for both ferroelectric domain imaging and for our other measurements,

such as microwave permittivity. Because of the limited spatial resolution of the

microscope (∼ 1 µm), we could not observe domains in thin-film samples, which

are generally less than 1 µm across [38]; however, the larger domain widths in

crystals permitted ferroelectric domain imaging in crystals.

Ferroelectric domain imaging is based on the nonlinear dielectric measure-

ment method described in Chapter 6. With thin films, it was possible to apply

a dc or low-frequency electric field beneath the probe tip by biasing the tip and

grounding a metallic counterelectrode beneath the film. With crystals, we do not

have this luxury. However, as mentioned in Sec. 6.5, a grounded counterelec-

trode is not required for application of an electric field to the sample, due to the

sharpness of the probe tip. This is demonstrated in Fig. 5.8(a), where the elec-

tric field is shown for a 5.5 mm thick bulk dielectric sample. In addition, I found

experimentally that the measured dielectric nonlinearity in a bulk sample is un-

affected by grounding the metallic sample holder or leaving it floating. Although

somewhat surprising, this can be understood as follows: the length scale of the

concentrated electric field near the probe tip is on the order of 1 µm; anything
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which is far beyond this length scale can be considered to be at infinity, including

the metallic sample holder and the probe’s outer conductor. The disadvantage

of having no grounded counterelectrode within . 1 µm beneath probe tip is that

the electric field is no longer uniform, and dielectric nonlinearity can no longer

be measured quantitatively, as was done in Sec. 6.3.

7.2 Determining the Sign of Polarization

To investigate the measurement of the direction of polarization, I scanned a 0.5

mm thick periodically-poled LiNbO3 sample. As specified by the manufacturer

[29], and confirmed with an optical microscope, the ferroelectric domains are 15

µm across, and are in the shape of stripes across the sample (Fig. 7.1). The

polarization alternates from domain to domain and is perpendicular to the plane

of the large face of the sample. Lithium niobate is a hard ferroelectric, meaning

that the polarization cannot be switched even with a strong electric field. The

Curie temperature is very high, at 1143 ◦C.

Figure 7.2(a) shows hysteresis loops that were acquired at two different do-

mains. For these data, the frequency shift was acquired while the voltage bias was

swept continuously in a triangle wave at a frequency 2.02 Hz, with an amplitude

of 100 V. Forty consecutive hysteresis loops were averaged.

The curves in Fig. 7.2(a) have the same shape, except that they are shifted

along the horizontal axis. This shifting can be explained using Fig. 7.2(b), which

shows a cross-sectional schematic of the sample with two different ferroelectric

domains, with polarization up and down. Because of the discontinuity in the

polarization P at the surface of the sample, an effective charge σ is at the surface

of the sample, given by σ = P · n̂, where n̂ is a unit vector normal to the surface.
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Figure 7.1: Schematic of the region of the periodically-poled LiNbO3

crystal which was imaged in Fig. 7.3, showing the alternating polariza-

tions of adjacent domains.
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Figure 7.2: (a) Hysteresis loops at two different domains in LiNbO3.

(b) Schematic of a cross-section of neighboring domains in LiBbO3,

showing the polarization P, and the internal depolarization field Eint

which results from the effective surface charge.
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This surface charge σ produces an effective internal depolarization field Eint =

σ/ε0 = P/ε0 in the sample, in the direction opposite P. This internal electric

field causes the curves shown in Fig. 7.2(a) to be shifted along the horizontal

axis in a direction which is dependent on the local polarization. For LiNbO3,

with a spontaneous polarization Ps = 0.71 C/m2, this would give a huge internal

field of Eint = 8.0 × 105 kV/cm. In reality, opposite charges are expected to be

attracted to the surface, thereby cancelling most of this internal field. In Fig. 7.2,

the shifts of the curves along the horizontal axis are about ±25V ; using the finite

element model (see Chapter 5), we calculate the corresponding average dc field in

a 1 µm3 volume under the probe tip to be approximately 150 kV/cm. Thus, we

believe that the total internal field in the sample is about 150 kV/cm, rather than

8.0 × 105 kV/cm, due to the effect of surface charge cancellation. Additionally,

neighboring domains may cause the internal field to have a horizontal component,

also contributing to the reduction the vertical component of the internal field.

In order to acquire images of ferroelectric domains, it is preferable to measure

the direction of polarization without sweeping the electric field. To accomplish

this, we fix the dc voltage bias at 0 V, and oscillate the electric field with an

amplitude Ṽb (see Sec. 6.2) at a frequency ωb ∼ 1 kHz. We extract the slope

(which we call df/dV ) of the ∆f vs. bias voltage curve using a lock-in amplifier

referenced at ωb. As shown in Fig. 7.2, a positive value for the slope indicates a

region with polarization down, while a negative slope means the polarization is

up.

97



7.3 Ferroelectric Domain Images

7.3.1 Lithium Niobate

Shown in Fig. 7.3(b) is an image of an 80× 80 µm2 region of the LiNbO3 sample.

As shown in the color bar, the shades of gray indicate the derivative signal df/dV .

The white areas have df/dV < 0, meaning the polarization is up, while the black

areas have polarization down. Fig. 7.3(d) is an image of the opposite face of the

same sample. The black areas in (b) are white in (d), and the white areas in

(b) are black in (d), proving that this measurement is sensitive to the vertical

component of polarization. The large diagonal feature seen in Fig. 7.3(c) and (d)

is a scratch on the surface of the sample, which can be observed with an optical

microscope.

Figure 7.3(a) shows a frequency shift image of the same region as (b), while

(c) is a frequency shift image of the same region as (d). The permittivity of dif-

ferent domains appears to be the same, regardless of the direction of polarization.

However, the domain boundaries clearly appear in these frequency shift images.

In addition, images acquired by Ray Anthracite with the microwave microscope

show an increase in the Q at the domain boundaries. Following a suggestion by

Professor Ichiro Takeuchi that these effects could be due to sample topography,

I acquired atomic force microscope images of the sample, which show that a 60

nm high step of width ≤ 200 nm exists at the domain boundaries. Thus, the

change in frequency shift and increase in Q at the domain boundaries could be

due to less material being near the probe tip when it approaches a downward

step at domain boundaries. Similar topographic features have been observed on

the surface of PbTiO3 [116].
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Figure 7.3: Images showing permittivity contrast [(a) and (c)] and

domain structure [(b) and (d)] in a 80 × 80 µm2 region of a LiNbO3

crystal. The images shown in (c) and (d) are of the opposite face to

that shown in (a) and (b). The arrows in (c) and (d) show the location

of a scratch on the surface of the crystal.
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7.3.2 Barium Titanate

Figure 7.4(a) shows an optical photograph of a region of a BaTiO3 crystal, show-

ing long narrow domains which join together at ∼ 90◦ near the center of the

photograph. Figure 7.4(b) shows a microwave microscope image of a similar

region on the sample, showing a similar structure to (a). The image in (b) dif-

fers from Fig. 7.3(b) and (d), in that the df/dV signal does not change sign at

neighboring domains. Instead, the black areas have df/dV > 0, while the white

areas have df/dV ∼ 0. This can be explained using Fig. 7.4(c), which shows a

cross-sectional schematic of a crystal with 90◦ domains. Neighboring domains

alternately have polarization in the horizontal direction and vertical direction.

Thus, the white regions in Fig. 7.4(c) have polarization down, while the black

regions have horizontal polarization. Regions with horizontal polarization have

no surface charge due to the absense of a discontinuity in the normal component

of the polarization at the crystal surface, and hence no internal field to cause the

shifting of the curves shown in Fig. 7.2.

An important point is that unless a crystal is a hard ferroelectric like LiNbO3,

the modulated electric field amplitude Ṽb cannot be arbitrarily large, since a large

electric field will switch the polarization, possibly altering the domain structure,

and removing polarization information from the df/dV signal. For the image

shown in Fig. 7.4(c), Ṽb = 3 V was sufficiently small.

7.3.3 Deuterated Triglycine Sulfate

Shown in Fig. 7.5 are domain images of a 5.5 mm thick deuterated triglycine

sulfate (DTGS) crystal, acquired at 307 K. (For more about DTGS, see Chapter

8.) The images show a 20× 20 µm2 region of the sample. The [010] axis, which
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Figure 7.4: (a) Optical photograph, and (b) microwave image showing

domains in a 90 × 60 µm2 region of a BaTiO3 crystal. The schematic

in (c) shows the expected 90◦ domain structure expected in BaTiO3.
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Figure 7.5: Domain images of the same 20× 20 µm2 region of a DTGS

crystal, showing the change in domains over time. There is a time delay

of about 20 minutes from (a) to (b).
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is parallel to the polarization in DTGS, is normal to the surface in these images.

Each image took approximately 20 minutes to acquire, and the second image was

acquired immediately following the first. Even in a period of 20 minutes, the

domain structure has changed slightly from (a) to (b). The two black domains

indicated by the arrow at the top of (a) have joined together in (b). Also, the

small black region indicated by the arrow at the bottom of (a) has disappeared

in (b).

Figure 7.6 shows a larger, 100×100 µm2 region of the DTGS sample. Evident

in this image is the general trend for the domain boundaries to be along one

direction, which is approximately the [1 0 2] direction, as observed in the literature

[75, 106].

By applying a dc bias electric field to a ferroelectric crystal, it is possible

to switch the polarization of a region of a sample, as shown in Fig. 7.7. The

original image of a 20×20 µm2 region of the DTGS sample is shown in (a). After

acquiring this image, I placed the probe at the point marked by a “+” in (a),

and applied a bias of +70 V to the sample. After bringing the dc bias voltage

back to 0 V, I acquired the image shown in (b). The polarization in the region

outlined by the dotted line has switched directions. Next, I applied a bias of −70

V to the point in (b) marked by the “+”, and then brought the bias back to 0

V. The image in (c) shows that the region outlined by the white dotted line has

once again reversed polarization, to look much like the image in (a).

It is not surprising that only a small portion of the domain in Fig. 7.7(b) is

switched by applying a bias voltage to the probe tip, since the bias electric field is

concentrated over a tiny volume ∼ 1 µm3 near the probe tip. In fact, sometimes

applying an electric field leaves the domain structure unaffected. For example,
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Figure 7.6: A large-area ferroelectric domain image (100 × 100 µm2)

of the DTGS crystal, showing the preferred direction for the domain

boundaries along the [1 0 2] direction.
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Figure 7.7: Switching a ferroelectric domain in a DTGS crystal. Images

are of the same 20× 20 µm2 region. After acquiring (a), a positive bias

was applied at the “+” sign. After acquiring (b), a negative bias was

applied at the “+” sign.
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when I placed the probe near the center of the white region in the middle of Fig.

7.7(c), and applied a positive bias, the resulting image was unchanged. This is

probably because I was applying the electric field to an area near the center of a

large domain, where switching polarization requires more energy than in a region

near a domain boundary.
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Chapter 8

Critical Phenomena in Deuterated Triglycine

Sulfate Crystals

8.1 Introduction

Deuterated triglycine sulfate, (ND2CD2COOD)3· D2SO4 (DTGS), which was im-

aged as described in Sec. 7.3, was useful for observing critical phenomena near

the ferroelectric transition. The first reason for choosing DTGS was its Curie

temperature (Tc), which is at approximately 335 K, near the middle of the mi-

crowave microscope’s temperature range of 300–400 K. Second, the polarization

is uniaxial, along the [010] axis, which is useful because the microwave microscope

is sensitive to the direction of polarization only along one axis (see Sec. 7.2).

Deuterated triglycine sulfate has a second-order ferroelectric transition, of the

order-disorder type [65, ?]. This distinguishes it from most oxide ferroelectrics,

which have displacive transitions. Displacive ferroelectrics have a double well in

the free energy below Tc, which at and above Tc turns into a single well centered

at polarization P = 0. On the other hand, in an order-disorder ferroelectric,

a double well potential exists even above Tc; above Tc, kBT (kB is Boltzman’s
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Figure 8.1: Sample holder with a heater stage. The aluminum heater

stage sits atop the spring-loaded cantilever shown in Fig. 2.5. The

heater wires and temperature sensor are connected to a temperature

controller.

constant) exceeds the barrier between the wells, so that the polarization fluctuates

with time between the two polarization states. Thus, even though the free energy

has a local maximum at P = 0, the time-averaged polarization is zero above Tc.

8.2 Changes to the Experiment

In order to heat the sample above room temperature, I built a heater stage, shown

in Fig. 8.1. Heater wires are wound underneath the aluminum sample stage, and

held in place with high-thermal-conductance epoxy. A silicon diode temperature

sensor [62] is attached to the top of the sample holder. The heater wires and
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temperature sensor are connected to a Neocera LTC-21 temperature controller

[78], which regulates the temperature of the sample holder. The sample is held

in place with grease on top of the aluminum sample stage; this sample stage is

integrated into the spring-loaded cantilever shown in Fig. 2.5.

To make sure that changing the temperature of the sample does not change

the properties of the microscope resonator itself (e.g., by causing the coaxial cable

to heat up and expand, thereby changing the resonant frequency), I scanned a

LaAlO3 sample, the dielectric properties of which do not change appreciably in

the range 300–400 K [124]. I chose the material LaAlO3, and found that the

microscope resonant frequency changed by less than the noise (10 kHz) in this

temperature range.

In addition, because DTGS is hydroscopic, it was necessary to minimize the

humidity near the sample. A plexiglass enclosure around the microscope seals the

interior environment from the room environment. By placing dessicant inside the

enclosure, I was able to maintain the humidity in the range 20–35%, depending

on the humidity of the air in the room. The enclosure also had the benefits of

stabilizing the temperature of the microscope apparatus, and eliminating noise

due to air currents in the room (see Sec. 2.1).

By applying a voltage to the probe tip using the bias tee in the microscope

resonator, I was able to acquire local hysteresis loops. Instead of changing the

voltage bias in discrete steps, as was done in Sec. 6.2, I varied the voltage contin-

uously in a triangle wave at 2.02 Hz using a function generator. This technique

is superior to the previous one, because it is faster, and allowed averaging of the

data over many hysteresis loops (40, in this case).

Figure 8.2 shows hysteresis loops acquired at three different temperatures,
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307 K, 330 K, and 350 K. At all three temperatures, the microscope resonant

frequency increases with increasing electric field magnitude, indicating that the

permittivity goes down when an electric field is applied; this is the expected result

[54]. At 307 K, there is a large amount of hysteresis. At 330 K, just below the

Curie temperature of ∼ 335 K, there is very little hysteresis. At 350 K, in the

paraelectric state, there is virtually no hysteresis, and the curve has flattened out

at its base.

8.3 Critical Phenomena in the Permittivity of

DTGS

8.3.1 Measurement Technique

To investigate critical phenomena in the permittivity of DTGS, I converted the

frequency shifts from the hysteresis loops into quantitative permittivity and tun-

ability. Since the measurement is sensitive to both horizontal and vertical compo-

nents of permittivity, I had to make an assumption about the sample permittivity.

At low frequency at least, the permittivity εr in the (100) and (001) directions is

relatively constant in the temperature range 300–400 K at ε
(100)
r = 9 and ε

(001)
r = 5

[49]. Thus, with the (010) axis normal to the top face of the sample, I was able to

assume the horizontal component of permittivity to be constant; I took its value

to be 7. Then, using the model described in Chapter 5, taking the component of

εr along the (010) direction to be the unknown quantitity to be measured, I was

able to measure ε
(010)
r as a function of temperature, as shown in Fig. 8.3(a). The

permittivity peaks in the range 340–350 K. This is slightly above the expected
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Figure 8.2: Hysteresis loops in DTGS at three different temperatures:

(a) 307 K, (b) 330 K, and (c) 350 K. The Curie temperature is approx-

imately 335 K.
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Figure 8.3: (a) Permittivity εr vs. temperature in DTGS. (b) Inverse

electric susceptibility, 1/(εr− 1) as a function of temperature. The two

lines are fits below and above Tc = 340 K.
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Curie temperature Tc ∼ 335 K, probably because the top surface of the 5.5-

mm-thick sample is slightly cooler than the measured temperature of the heater

stage.

8.3.2 Thermodynamic Theory and Curie Constants

Before looking at the data in more detail, we will first review some of the theory of

ferroelectric phase transitions. Following the phenomenological thermodynamic

theory of Devonshire [30, 65], we start with the elastic Gibbs energy F (usually

just called the free energy)

F = U − TS −Xixi (8.1)

where U is internal energy, T is temperature, S is entropy, Xi is stress, and xi

is strain, and the subscript i = 1, 2, 3 indicates a summation over all three axes.

(We use CGS units in this section, for simplicity.) Using the thermodynamic

relation

dU = TdS + Xidxi + EidPi, (8.2)

we find

dF = −SdT − xidXi + EidPi. (8.3)

Although most authors, including Devonshire [30], use the polarization P as a

variable, as in Eq. 8.3, the electric displacement D could be used instead, with the

same conclusions (Eqs. 8.10–8.14), as was done by Lines and Glass [65]. Next, we

assume that all measurements will be done at constant temperature and stress,

so that dT = 0 and dX = 0. We expand the free energy about P = 0:

F (P, T,X) = F (0, T, X) +
∂F

∂Pi

∣∣∣∣
T,X

Pi
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+
1

2!

∂2F

∂Pi∂Pj

∣∣∣∣
T,X

PiPj +
1

3!

∂3F

∂Pi∂Pj∂Pk

∣∣∣∣
T,X

PiPjPk + ... (8.4)

Next, we assume E and P to be along a crystallographic axis [the (010) axis for

DTGS], allowing us to take only one component of i, j, and k in Eq. 8.4. Finally,

we assume that the non-polar (paraelectric) state is centrosymmetric, so that the

free energy is not dependent on the sign of the polarization, allowing us to keep

only even powers of the polarization in the free energy expansion. Thus, to sixth

order, we have the equation

F =
α

2
P 2 +

γ

4
P 4 +

δ

6
P 6 + F (T, X) (8.5)

where α, γ, and δ are material-dependent parameters. From Eqs. 8.3 and 8.5,

the electric field E is

E =
∂F

∂P
= αP + γP 3 + δP 5. (8.6)

We assume γ and δ to be temperature-independent; thus, all temperature

dependence is through the parameter α. For a second-order transition (such as

with DTGS), γ > 0, so that a double well exists below Tc and a single well above

Tc. For first-order transitions, γ < 0, giving a triple-well and metastable states

near-Tc. Also, the δ term is not required for second-order transitions, so we will

take δ = 0.

When α < 0, the free energy F has two minima, characteristic of the ferro-

electric state. On the other hand, when α > 0 the free energy has one minimum,

at P = 0, as in the paraelectric state. At the Curie temperature Tc, α = 0. (We

note that as an order-disorder ferroelectric, this description isn’t exactly true for

DTGS: even above Tc, there are two minima in the free energy. However, since

kBT is greater than the barrier between the wells at P = 0, in a time-averaged

sense the crystal behaves as if there was a single minimum in the free energy at
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P = 0. In fact, despite this discrepancy in the model, TGS and DTGS are well

known to have a characteristic second-order transition with close agreement with

thermodynamic theory [54].)

For the temperature dependence, the simplest possible case is α varying lin-

early with temperature near Tc:

α = β(T − Tc). (8.7)

We compute the relative permittivity from Eq. 8.9

1

εr(P )− 1
=

∂E

∂P
= α + 3γP 2. (8.8)

The zero-field relative permittivity, ε0
r, is then

1

ε0
r − 1

=
∂E

∂P

∣∣∣∣
E=0

= α + 3γP 2
s , (8.9)

where Ps is the spontaneous polarization. Above Tc, Ps = 0, so that

ε0
r − 1 =

1

α
=

1

β(T − Tc)
, T > Tc (8.10)

This equation is in fact the Curie-Weiss law [54],

ε0
r − 1 =

C>

T − T0

, T > Tc, (8.11)

when we take β ≡ 1/C>, and T0 ≡ Tc, which is the case for second-order transi-

tions. The parameter C> is the Curie constant for T > Tc.

The Curie constant C> can be found from my data by plotting 1/(εr−1) as a

function of temperature, as shown in Fig. 8.3(b). The straight lines are fits above

and below Tc. The lines cross the horizontal axis at 340 K, which I take to be

the temperature measured by the temperature sensor when the sample is at Tc.

Because the sample is thick (5.5 mm), the top surface is expected to be at a lower
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temperature than that measured by the sensor, explaining why the measured Tc

(340 K) is greater than the expected Tc of 335 K. From the slope of the linear

fit for T > Tc, I find the Curie constant C> = 360 K. Previously reported values

for C> in DTGS are in the range 1900–3000 K [87, 88], 5 to 8 times larger than

my measured value. This disagreement could be due to my high measurement

frequency, which has the effect of dielectric critical slowing down (see below),

which flattens out the curve in Fig. 8.3(b) near Tc, requiring me to obtain the

linear fits over a larger temperature range on either side of Tc.

From Eq. 8.6, we find the spontaneous polarization to be

Ps = P |E=0 = −β(T − Tc)

γ
. (8.12)

Substituting Eq. 8.12 into Eq. 8.9, we get

εr − 1 =
−2

β(T − Tc)
, T < Tc. (8.13)

Thus, the Curie constant below Tc is twice that above Tc:

C<

C>

= −2 (8.14)

For many materials, such as BaTiO3, Eq. 8.14 is accurate. However, in DTGS,

it is not. Due to the larger thermoelectric effect in DTGS (the thermoelectric

coefficient for TGS [44] is approximately five orders of magnitude higher than for

BaTiO3 [45]), applying an electric field changes the temperature of the DTGS

sample. Thus, applying a high-frequency electric field causes the sample tem-

perature to oscillate at the same frequency, making the constant-temperature

assumption invalid. Instead of the measurement being isothermal, it is adiabatic,

requiring an additional term in Eq. 8.14 [88, 107]:

C<

C>

= −2

(
1 +

βT

2γcp

)
≈ −2.4 (8.15)
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where cp is the heat capacity per unit volume at constant polarization.

From the linear fits in Fig. 8.3, I find the ratio of slopes to be −2.7, in

close agreement with the theoretical value of −2.4, and well within the range of

values published previously, −2.3 to −4.2, based on measurements of εr(T ) for

frequencies below 50 kHz [88].

8.3.3 Critical Slowing Down of Dielectric Response

The data in Fig. 8.3(a) flattens out near Tc, reaching a maximum of only εr ≈ 22.

This differs significantly from low-frequency data in the kHz range, which shows

a peak in εr(T ) several orders of magnitude higher, in the range 103–105 (see Fig.

8.4) [49, 88, 107]. I attribute this difference to dielectric critical slowing down,

which occurs when the measurement period (the inverse of the measurement

frequency) is shorter than the relaxation time of the polarizing distortion of the

crystal lattice, and the rf electric field cannot fully polarize the lattice because the

ions move too slowly to keep up with the driving field. As a result, the measured

susceptibility at high frequency is suppressed, as shown in Fig. 8.4. Also seen in

this figure is a minimum in εr(T ) at Tc at high frequencies [48, 90, 101], which can

be understood using the following highly-simplified illustration. The crystal can

be represented as ions with mass M in potential wells, with the ions being held

in their equilibrium position with a spring constant k, which is inversely related

to their polarizability (and thus to the susceptibility of the crystal [58]). The

natural frequency of the lattice is then f =
√

k/M . Near Tc, the spring constant

k has a minimum, shown by the peak in the electric susceptibility at Tc at low

frequency. However, this minimum in k at Tc also acts to decrease the natural

frequency f of the lattice, resulting in enhanced slowing down of the dielectric
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Figure 8.4: Critical slowing down of the dielectric response (ε′) as

a function of temperature and frequency in triglycine sulfate (TGS),

which has a Tc of 49 ◦C. From Ref. [101].
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response and the minimum in εr seen in Fig. 8.4 at Tc at high frequency. Thus,

the minimum in k near Tc has two effects that almost seem contradictory: the

peak in εr(T ) at Tc at low frequency, as well as the minimum in εr at Tc at high

frequency. I made measurements of εr(T ) at multiple frequencies in the range

6–12 GHz; the results were inconclusive, but did show some possible evidence of

an increased dielectric slowing-down effect with increasing frequency.

8.4 Dielectric Nonlinearity

In addition to the linear permittivity, ferroelectric critical phenomena can also

be investigated by looking at dielectric nonlinearity as a function of temperature.

Using hysteresis loops like those shown in Fig. 8.2, I can measure the dielectric

nonlinearity by defining ∆εr as the change in permittivity upon application of 40

V to the sample. Shown in Fig. 8.5(a) is ∆εr as a function of temperature. Unlike

the permittivity (Fig. 8.3), the nonlinearity has a sharp peak, at 340 K. This value

for Tc agrees with the linear fits shown in Fig. 8.3(b). Thus, I conclude that the

ferroelectric transition in the DTGS sample occurs when the temperature sensor

reads 340 K, which probably is higher than the actual temperature of the top

surface of the sample, as explained above.

The tunability, which I define as ∆εr/εr, is shown in Fig. 8.5(b) as a function

of temperature; it also has a peak at about 340 K. My measured tunability is

expected to differ from measurements that involve uniform fields, such as with

a parallel-plate capacitor, since the electric field in my case is nonuniform, and

concentrated in a tiny volume of the sample. For example, Triebwasser [107]

measured a tunability greater than 50% for an electric field of 6 kV/cm. On the

other hand, I measure a tunability of 10%, with an average field in a volume of
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Figure 8.5: (a) Dielectric nonlinearity (∆εr) vs. temperature. (b)

Tunability (∆εr/εr) vs. temperature.
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1 µm3 beneath the probe tip of 140 kV/cm. I believe that this large difference

is due to my measurement averaging over a larger volume than 1 µm3. Also,

my bias electric field has a component in the horizontal direction, which is not

expected to contribute to the measured tunability.

To investigate dielectric nonlinearity in DTGS above Tc in a more quantitative

way, we follow the method of Cach, et al. [21]. Combining Eqs. 8.6 and 8.8,

eliminating P , we obtain

ξ(E) ≡ χ3
E(E) + 3αχ2

E(E)− 4α3 = 27γE2, (8.16)

where χE = 1/(εr− 1) is the electric susceptibility, and α is the zero-field electric

susceptibility. The graph of the function ξ(E) vs. E2 should be a straight line,

the slope of which is proportional to the parameter γ in the free energy expan-

sion. These results are shown in Fig. 8.6 for temperatures from 340 K to 365

K. As expected, the data appear to be along straight lines, with a slope which

is somewhat independent of temperature. From the slopes of the linear fits, I

calculate the parameter γ = (1.6± 0.3)× 1013 Vm5C−3. This differs from Cach’s

low-frequency (1.6 kHz) result for TGS, γ ≈ 6 × 1011 Vm5C−3 [21] by about a

factor of 25. This sizeable discrepancy is probably mainly due to the suppressed

εr at high frequency which is the result of dielectric critical slowing down (Sec.

8.3.3).

8.5 Ferroelectric Domain Structure Relaxation

Time

A third way to investigate ferroelectric critical phenomena is through domain

formation. When a ferroelectric crystal is cooled from above Tc to below Tc,
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Figure 8.6: The function ξ as a function of the square of the electric

field. The data for each temperature have been been offset vertically

for clarity. Solid symbols are for increasing electric field, while open

symbols are for decreasing electric field.

122



it takes a finite time for domains to nucleate and stabilize in the lowest-energy

configuration.

To quantitatively measure ferroelectric domain relaxation times, I used the

following procedure. First, I heated the sample, a 0.5 mm thick DTGS crystal,

to 360 K and left it there for 20 minutes. Then I cooled it to the measurement

temperature and began repeatedly imaging a 40 × 40 µm region of the sample.

Each image took 25–35 minutes to complete, so data points are approximately

30 minutes apart. After acquiring the images, I plotted a histogram of the df/dV

data for each image. Example images and histograms, acquired by Sangjin Hyun,

are shown in Fig. 8.7. In (a), the sample was above Tc (at 380 K for this image).

No domains are present, and df/dV ≈ 0. The histogram to the right of image (a)

shows that the df/dV data are centered at about 0 V. Image (b) was acquired

immediately after the sample reached 330 K. Many long, narrow domains are

visible. The histogram shows a wide peak, which doesn’t yet appear to have

separated into two peaks representing the two directions of polarization. In (c),

taken 30 minutes later, some of the domains have joined together. Finally, in

(d), acquired 210 minutes after (b), the narrow domains seen in (b) have joined

together to form a small number of wider domains. The histogram to the right

of (d) shows two distinct peaks, representing the two directions of polarization.

Some other example images are shown in Fig. 8.8, with the sample at 320 K.

These images show the same 100×100 µm region at different times following the

cooling of the sample from 360 K to 320 K. Unlike Fig. 8.7, it appears that most

of the imaged region eventually formed into one large domain, with polarization

down (df/dV < 0).

To compare ferroelectric domain relaxation times in DTGS as a function of
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Figure 8.7: Domain formation in DTGS at 330 K. Images are of the

same 40 × 40 µm region of the sample. (a) Image acquired with the

sample at 380 K. The other three images were acquired (b) 0 minutes,

(c) 30 minutes, and (d) 210 minutes after the sample was cooled to

330 K. The histograms to the right of the images show the gradual

transition from a single peak centered at df/dV = 0 V, to two separate

peaks representing the two directions of polarization. The colorbar

scale for the images is shown beneath the histograms.
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Figure 8.8: Domain formation in DTGS at 320 K. The images are of

the same 100×100 µm region of the sample, at different times following

cooling to 320 K. The elapsed time in minutes is shown in the upper-left

corner of each image.
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temperature, I fitted the histogram data for each image to a function containing

the summation of two Gaussian curves:

C(x) = A1e
(x−x1)2/(2W 2

1 ) + A2e
(x−x2)2/(2W 2

2 ) (8.17)

where A1, A2, x1, x2, W1, and W2 are fitting parameters, C(x) is the number of

counts in each bin, and x is the df/dV signal. Then, I plotted the amplitude A1

of the largest peak (A1 > A2) for each image as a function of time, as shown in

Fig. 8.9(a). I fit this function to a decaying exponential,

A1(t) = A0 − be−t/t0 (8.18)

where A0, b, and t0 are fitting parameters. I took t0(T ) to be the ferroelectric

domain relaxation time of the crystal at temperature T .

Figure 8.9(b) shows t0 as a function of temperature. The domain relaxation

time appears to have a minimum near Tc ≈ 335 K. This behavior can be ex-

plained using the thermodynamic model presented in Sec. 8.3.2. The barrier

between polarization states in the free energy decreases as Tc is approached from

below, reaching zero at Tc. As the height of this barrier decreases, less energy

is required to switch the polarization of a unit cell. Consequently, the crystal’s

domain structure more easily and quickly relaxes to its lowest-energy state near

Tc, resulting in the shorter domain relaxation times near Tc seen in Fig. 8.9(b).

This ferroelectric domain relaxation time is quite different from the lattice re-

laxation time discussed in Sec. 8.3.3. First, we notice that the lattice relaxation

time reaches a maximum at Tc, rather than the minimum seen in the domain

relaxation time. Second, the time scales between the two effects are vastly dif-

ferent: the lattice relaxation time for DTGS is on the order of 10−9 s, while the

domain relaxation time is on the order of 104 s. These differences are due to the
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Figure 8.9: (a) Histogram amplitude A1 vs. time for DTGS at 310 K.

(b) Ferroelectric domain relaxation time for DTGS as a function of

temperature.
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different physical mechanisms causing the two effects. The lattice relaxation time

is the inverse of the natural frequency of the lattice, which reaches a minimum

at Tc. On the other hand, the ferroelectric domain relaxation time, as explained

above, is due to the energy barrier between polarization states going to zero at

Tc.

Another consequence of this energy barrier going to zero at Tc is critical fluctu-

ations, which reach a maximum at Tc. The classic example of critical fluctuations

is critical opalescence in fluids, which occurs when the latent heat between the

liquid and gas phases goes to zero at the critical point [91].
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Chapter 9

Summary and Future Work

9.1 Summary

Our near-field scanning microwave microscope is a versatile instrument, which

still has many unexplored capabilities. It is unique in several ways even among

near-field microwave techniques (see Table 1.1). For example, the spatial res-

olution is readily adjustible over the range from 1–500 µm simply by changing

probes. This is advantageous because different spatial resolutions are desired for

different types of measurements. For example, for homogeneity measurements

on large wafers, low-resolution measurements are preferable. On the other hand,

high resolution imaging is required for imaging defects in thin films.

Another distinguishing feature is the broadband capability of the microscope.

To date, we have only begun to exploit this capability, making measurements in

the range from 6 to 12 GHz. Without major changes, this range could be extended

to include 0.1 to 18 GHz. By using higher-frequency microwave connectors, the

range could be extended up to 50 GHz, or even higher. By lengthening the

resonator beyond 2 m, the lower frequency limit could also be extended. In

addition, by including a commercially-available phase shifter in the resonator, the
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resonant frequency could be varied continuously over the frequency bandwidth

of the instrument.

The technique for quantitative measurement of permittivity presented in Chap-

ter 5 allows imaging in less than an hour. This distinguishes it from microwave

measurements of permittivity by other groups [39, 40, 116], which require mea-

surements at multiple heights. While our technique is less accurate, the ability

to acquire spatially-resolved images is a distinct advantage; to our knowledge,

our images of quantitative permittivity [94] shown in Fig. 5.12 are the only such

images published to date. In addition, we can quantitatively measure dielectric

tunability, simultaneous with linear permittivity measurements.

9.2 Future Work

There are several aspects of the microwave microscope that have not yet been

investigated, and improvements that could be made to the instrument in the

future.

9.2.1 Improvements to the Scanning System

One improvement that could be made to the instrument is the scanning motors.

The stepper motors which we use now, while having advantages of high speed (25

mm/s) and high resolution (0.1 µm), vibrate even when the motors are stationary.

The amplitude of vibration also depends on the position of the scanning stage.

This vibration does not pose a problem for non-contact imaging with a probe-

sample separation of tens of microns; however, contact-mode imaging is extremely

sensitive to vibration. The first step to solve the vibration problem would be to

130



use motors which vibrate less. Even better, one could include a piezoelectric

scanner on top of low-vibration motor translation stages, to be used for high-

resolution imaging.

9.2.2 Making Dielectric Loss Measurements

Another improvement would be to increase the Q of the microscope, an opti-

mization that we have not yet pursued in depth. A higher Q is necessary for

quantitative dielectric loss measurements, so that losses in the resonator do not

dominate the measurement.

Radiated power, for example, is a serious problem because it decreases the

Q, is sample-dependent, and cannot be easily modeled. I have measured radia-

tion from the microscope probe tip with a horn antenna connected to a power

meter, and have found the radiated power to be not only a function of the probe

geometry (such as the length of the protruding STM tip), but also a function

of the permittivity of the sample with which the probe is in contact. In other

words, the permittivity of the sample affects the antenna properties of the probe

tip. This sample-dependent radiation loss is undesirable, because this radiation

loss could be incorrectly attributed to dielectric loss. This effect is evident in

images of dielectric thin films, where we have found that Q images always closely

resemble ∆f images. This probably is due to the Q of the microscope being

mainly dependent on the sample’s permittivity, rather than its dielectric loss,

due to permittivity-dependent radiation.

The desired solution to this sample-dependent radiation problem is simply to

minimize radiation from the probe tip. One way to accomplish this is by short-

ening the length of the protruding STM tip. I found experimentally that the
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radiated power from the probe is proportional to the square of the distance that

the center conductor extends beyond the outer conductor. Another way to mini-

mize radiation is by decreasing the area between the inner and outer conductors

in the probe. According to theory [20], the radiated power is proportional to the

square of this area. A third way to reduce radiation is to go to lower frequency,

since radiated power is proportional to ω4. A fourth way to reduce radiation

would be to enclose the probe and sample inside a small metallic cavity which is

too small for any internal resonances to occur at the measurement frequency; this

would effectively eliminate any far-field radiation from the probe tip, but might

be difficult to use.

To investigate further, the reduction in Q due to dielectric loss can be calcu-

lated using a formula similar to Eq. 5.18 [5]:

∆

(
1

QL

)
= ∆

(
1

QL2

− 1

QL1

)
≈ ε0

2W

∫

VS

(ε′′r2 − ε′′r1)E1 · E2dV

=
−2(ε′′r2 − ε′′r1)

ε′r2 − ε′r1

∆f

f
(9.1)

where QL1 and QL2 are the loaded quality factors, and ε′′r1 and ε′′r2 are the imagi-

nary parts of the dielectric constants, of the unperturbed and perturbed systems,

respectively. As an example, we calculate the expected ∆(1/QL) upon going from

a 0.5 mm thick LaAlO3 sample (ε′r = 24, ε′′r = 7.4× 10−4 [60]) to a 0.5 mm thick

SrTiO3 sample (ε′r = 305, ε′′r = 9.2 × 10−2). Using Eq. 9.1, with our measured

∆f = 670 kHz and f = 7.5 GHz, we calculate ∆(1/QL) = 6 × 10−8. Using

QL1 = 114.1, this gives ∆QL = 8× 10−4.

Experimentally, we measure QL1 = 114.1, and QL2 = 113.6, giving ∆QL =

0.5, or ∆(1/QL) = 4 × 10−5. This measured change in QL is three orders of

magnitude larger than the calculated value from dielectric losses. We attribute
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this discrepancy to the enhanced radiation loss when the probe is in contact with

the SrTiO3 sample. A way to remove this discrepancy would be to minimize

radiation from the probe tip, so that the radiated power is smaller than energy

loss in the sample.

9.2.3 Further Investigation of Dielectric Measurements

As pointed out by Wang, Reeves and Rachford [116], quantitative permittivity

measurements average over a larger volume of the sample than 1 µm3. Consider

a case where a 1 µm3 defect in a sample has a permittivity of εA
r , while the

surrounding volume has permittivity εB
r > εA

r . Due to averaging over a larger

volume than 1 µm3, the measured frequency shift will be larger when the probe

is in contact with the low-permittivity defect than it would be for a uniform

sample with permittivity εA
r . As a result, the permittivity of the defect will be

overestimated.

The best solution to this problem would be to improve the spatial resolution of

the microscope, so that the averaging takes place over a smaller volume. However,

due to the nature of the measurement, this averaging effect cannot be completely

eliminated.

9.2.4 Improving the Spatial Resolution

Many interesting material features require higher spatial resolution than 1 µm.

For example, ferroelectric domains are less than 1 µm across in thin films [38].

Ferroelectric domain boundaries are around 0.5–20 nm in width [65]. Super-

conductors, another potential research application of the microwave microscope,

have grains which have sizes on the order of the film thickness, often less than 100
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nm. Vortices in high-Tc superconductors have a size determined by the penetra-

tion depth, typically around 150 nm. Imaging any of these small features require

higher spatial resolution than we can currently achieve with the microwave mi-

croscope.

The obvious way to improve the spatial resolution is to decrease the radius of

the probe tip. However, this is not a trivial task. When the probe tip is placed

in contact with the sample, the sharp tip will always be damaged. A solution

might be to scan the sample out of contact. We have tried this with a microwave

microscope combined with a scanning tunneling microscope (STM), with the

probe tip 1–10 nm from a conducting sample. However, our results appear to

show that this microwave measurement is more sensitive to topography than sheet

resistance on length scales less than 1 µm. This is probably due to the radius

of the probe tip still being on the order of 0.5 µm. One way to maximize the

sharpness of the probe tip could be to attach a long, narrow carbon nanotube to

the STM tip.

Another approach would be to adopt a geometry used by van der Weide [108],

who uses an atomic force microscope (AFM) scanning tip which has been mod-

ified to have an extremely sharp coaxial microwave tip. He uses this microwave

probe to pick up electromagnetic signals from operating electronics, with a spa-

tial resolution of 10 nm. This same type of tip could be adapted for use with a

near-field scanning microwave microscope resembling our system.

9.3 Conclusion

Much progress has been made with our near-field scanning microwave microscope.

However, like any experiment, there are always improvements that can be made,
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and new capabilities to be investigated. In less than five years since this project

was first conceived, we have had success investigating many types of materials,

including conducting thin films, superconductors in the normal state, dielectric

materials, ferroelectric and paraelectric materials, and magnetic materials. We

have high hopes that this instrument will offer much to the realms of physics and

materials science, academia and industry, in the years to come.
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Appendix A

Input Impedance to a Conducting Thin Film

Sample

The impedance seen by the probe looking into a conducting thin film on an

infinite dielectric substrate can be calculated using cascaded impedances [27]. As

shown in Fig. A.1, the probe sees the cascaded impedances of the conducting

thin film (ZS), and the dielectric substrate (Zd). The equation for the impedance

looking into the sample is

Zin = ZS
Zd + iZS tan βd

ZS + iZd tan βd
(A.1)

where d is the thickness of the film, and β is the propagation constant in the thin

film:

β =
ωµ0

ZS

. (A.2)

The impedance in the thin film in the local limit (ZS) and the impedance in

the dielectric substrate (Zd) are [59]

ZS = RS + iXS =

√
ωµ0ρ

2
(1 + i) = RS(1 + i) (A.3)

Zd =
Z0√
εr

(1 +
i

2
tan δ) ≈ Z0√

εr

, (A.4)
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Figure A.1: The input impedance Zin looking into a conducting thin

film on an infinite dielectric.

where ω is the frequency, µ0 is the permeability of free space, ρ is the resistivity,

Z0 is the impedance of free space (377 Ω in MKS units), εr is the permittivity,

and δ is the skin depth.

Using the equation for the skin depth δ in a conductor [52],

δ =

√
2ρ

ωµ0

, (A.5)

we can express β using Eqs. A.2, A.3, and A.5 as

β =
1− i

δ
. (A.6)

For the limit where the thin film thickness is much less than the skin depth

(d ¿ δ), we have

tan βd = tan

[
(1− i)

d

δ

]
≈ (1− i)

d

δ
(A.7)

Now, we can simplify Eq. A.1 to

Zin = ZS

Zd + (1 + i)d
δ
ZS

ZS + (1 + i)d
δ
Zd

. (A.8)

137



Putting ZS = RS(1 + i) (Eq. A.3) into Eq. A.8,

Zin =
Zd + i2d

δ
RS

1 + d
δ

Zd

RS

(A.9)

=

ρ
d

+ i ωµ0ρ
Z0/

√
εr

1 + ρ/d
Z0/

√
εr

. (A.10)

We find that in our system, the imaginary part of Zin is small. This can be found

using the parameters

ω = 2π (8× 109) GHz

µ0 = 4π × 10−7 H/m

ρ = 2.4× 10−8 Ωm

Z0 = 377 Ω

εr = 6, (A.11)

which give

Im Zin ≈ 10−5 Ω ¿ Re Zin. (A.12)

Also, we can compute the dielectric component to Eq. A.10, using εr ≈ 6 for

glass:

Z0√
εr

≈ 154 Ω. (A.13)

Thus, for the thin film to dominate the measurement, we need the sheet resistance

Rx to be

Rx =
ρ

d
. 154 Ω. (A.14)

In this limit, then, we conclude that the input impedance to the sample is equal

to the sheet resistance: Zin = Rx.
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Appendix B

Disentangling Sheet Resistance and Topography

B.1 Introduction

As described in Secs. 3.3 and 3.4, the microscope output signals (∆f and Q)

are a function of both sample sheet resistance and probe-sample separation, for

conducting thin-film samples. The method described in Sec. 3.4 is valid for

planar samples, where the probe-sample separation is not variable. However, for

samples that are not planar, this method can no longer be used, because the

probe-sample separation at a given point on the sample is unknown. In order

to solve this problem, we developed an algorithm which disentangles the sheet

resistance and sample topography from the ∆f and Q signals. The concept is

simple: there are two variables which have known values, namely, ∆f and Q.

There are also two variables which have unknown values: sheet resistance Rx,

and probe-sample separation h. If a relationship between these four quantities

can be obtained, the two known quantitities can be used to calculate the two

unknown quantities. In other words, one can obtain the following functions

Rx = Rx(∆f, Q) (B.1)
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h = h(∆f, Q) (B.2)

to convert ∆f and Q into Rx and h. This algorithm has a U.S. patent pending

[6].

B.2 Description of the Disentangling Algorithm

To determine h(∆f,Q), we generate a surface plot as shown in Fig. B.1(a) using

the data presented in Fig. 3.3(a). Next, a fitting function is found which closely

approximates the surface h(∆f, Q). We use a fitting function of the form

h(∆f, Q) = A +
B1

∆f
+

B2

Q
+

B3

∆fQ + B4

+ C1∆f + C2Q + C3∆fQ (B.3)

where A, B1, B2, B3, B4, C1, C2, and C3 are fitting parameters.

Because the function Rx(∆f, Q) is multi-valued with a difficult shape to fit,

we instead use the function Rx(∆f, h), using the value of h which has already

been determined from h(∆f,Q) in the previous step. The surface for Rx(∆f, h)

is shown in Fig. B.1(b). Finally, a fitting function is found of the form

∆f(Rx, h) = A′ +
B′

1

h
+

B′
2

Rx

+
B′

3

hRx + B4

+ C ′
1h + C ′

2Rx + C ′
3hRx (B.4)

where A′, B′
1, B′

2, B′
3, B′

4, C ′
1, C ′

2, and C ′
3 are fitting parameters. With the values

of ∆f and h known, the value of Rx is found by numerically solving Eq. B.4 for

Rx.

Once the two fitting functions have been determined, generating images of h

and Rx is simply a matter of substituting the ∆f and Q data into the fitting func-

tion h(∆f, Q), and numerically solving ∆f(Rx, h) for Rx. The implementation of

this algorithm was done by Johan Feenstra, using my images of the YBa2Cu3O7−δ

thin film presented in Fig. 3.4. The resulting h and Rx images are shown in Fig.
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Figure B.1: Surface plots to disentangle sample sheet resistance Rx

and probe-sample separation h from ∆f and Q. (a) Probe sample

separation h as a function of ∆f and Q. (b) Sheet resistance Rx as a

function of ∆f and h.
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Figure B.2: Images of (a) probe-sample separation h, and (b) sheet

resistance Rx of a YBa2Cu3O7−δ thin-film sample at 7.5 GHz. Scan

region is 5× 5 cm2.
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B.2. The topography data shown in (b) was confirmed quantitatively using a

Dektak profilometer scan across the sample [6].

A limitation of this method is due to the dependence of ∆f and Q on other

sample parameters. In particular, ∆f is sensitive to the permittivity of the

sample substrate, as well as to the thickness of the sample. As a result, accurate

calculation of Rx and h can only be accomplished using a calibration thin-film

sample having a substrate with the same permittivity and thickness as the sample

to be imaged. This in fact was not the case for the YBa2Cu3O7−δ images in Fig.

B.2. The YBa2Cu3O7−δ thin film was on a 300 µm thick sapphire substrate,

with a relative permittivity of about 10, while the aluminum thin film calibration

sample had a 1.2 mm thick glass substrate, with a relative permittivity of about

6. However, despite this discrepancy, the h image in Fig. B.2(a) is surprisingly

accurate.
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Appendix C

Microwave Microscope Operating Procedure

C.1 Introduction

This appendix contains a description of the procedure for operate the scanning

microwave microscope. Section C.2 instructs the user on how to turn on the

instrumentation and set up the microscope components. Section C.3 describes

the Runtime data acquisition software, and leads the user through the steps to

run a scan. Section C.4 describes the usage of Transform software to visually

represent the data in image form. Section C.5 gives other important information.

Finally, Sec. C.6 describes new capabilities in Runtime version 5.12 which were

not present in version 4.01 (the version which we use with our original microwave

microscope instrument). This description is specifically written for my system

using Runtime version 5.0 or greater with an Aerotech Unidex 12 motor controller,

although it is applicable to our other scanning systems as well.
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C.2 Setting up the Experiment

C.2.1 Components

See Fig. C.1 for a diagram of the system. A microwave source (1) is frequency

modulated by a function generator (2), and a feedback circuit (7) keeps the source

locked onto a resonant frequency of the transmission line resonator. For more

information on how the feedback circuit works, see Chapter 2. Several sizes of

coaxial probes are available. The resolution is determined by the diameter of the

center conductor. The easiest probe to use has a 500 µm-diameter center conduc-

tor. There are also probes with 200 µm, 100 µm, and STM tip center conductors.

We use flexible coaxial cables for the resonator, such as Gore ReadyFlex cables

[115]. To start, use the indicated settings for the instruments. After becoming

familiar with the system, feel free to adjust any of these settings.

C.2.2 Getting the Feedback Circuit Locked

Once all the instruments but the frequency-following circuit (FFC) are on and

initialized, it is time to frequency lock the circuit. With one hand, hold in the

“zero” button on the FFC. With the other hand, turn on the FFC power. While

still holding in the “zero” button, adjust the frequency knob on the microwave

source and watch the sinusoidal sweep from the diode detector amplifier (4) on

the oscilloscope display. When the sinusoidal pattern suddenly turns into a pat-

tern with half its original wavelength, adjust the microwave frequency until this

pattern appears like a perfect sine wave, as shown in Fig. 2.6(e). The microwave

source is now very close to a resonant frequency.

If you have not yet optimized the phase settings of the lock-in amplifiers, you
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Figure C.1: Microwave microscope circuit diagram. The triple lines

are microwave coaxial cables; most solid lines are low-frequency BNC

cables.
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Component Settings and Comments

(1) Wavetek 904, 907, or 907A, or
HP83620B microwave source

Mode = “FM”, output = “ON”, leveled = “ON”

(2) HP 33120A function genera-
tor

Frequency = 10.0 kHz, amplitude = 1.5 VPP, Offset
= 0

(3) 1f Lock-in amplifier: Stan-
form Research SR830

Sensitivity =1 mV , phase = 0◦, time constant = 100
µs, harmonic = 1 , filters: 60 Hz, 120 Hz, bandpass

(4) Amplifier A (diode detec-
tor amplifier): Stanford Research
SR560:

Gain = 200, filter = 30 kHz low-pass with 12 dB roll-
off, invert = OFF

(5) Amplifier B (frequency shift
amplifier): SR 560 or Krohn-Hite
3202 low-pass filter

Gain = 1 or 2, filter = 30 Hz low-pass with maximum
roll-off, invert = OFF

(6) 2f Lock-in amplifier (EG & G
5210)

Sensitivity = 1 mV, phase = 25◦, time constant = 30
ms, harmonic = 2

(7) Frequency-following circuit
(FFC):

Gain = 1; notice that the ∆f output is divided by 2

(8) Aerotech Unidex 12, or other
motor controller
(9) Position counter circuit Used to keep track of position of the scanning motor
(10) HP 54603 Oscilloscope Channel 1 connected to amplifier A (4) output; chan-

nel 2 connected to amplifier B (5) output. Exter-
nal trigger input connected to synchronous output of
function generator (2).

(11) Computer Controls the scanning stages, and acquires data
through A/D converter board

(12) Isolator Reduces unwanted resonances external to the micro-
scope resonator

(13) Directional coupler Extracts part of reflected signal, sending it to the
diode detector

(14) Decoupler A coupling capacitor for coupling the microwave
source to the resonator

(15) Open-ended coaxial probe Sizes available (center conductor diameter): 500 µm,
200 µm, 100 µm, and STM tip probe

(16) Diode detector: HP 8473C Converts rf power input to dc voltage output

Table C.1: List of components for the microwave microscope
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will need to do that now. While still holding down the “zero” button, turn the

microwave source frequency knob so that the source is slightly off resonance. Now,

adjust the phase of the 1f lock-in (3) until the “Y” (quadrature) output display

on the lock-in indicates an output as close as possible to 0 V. Release the “zero”

button. If the oscilloscope shows a clean sinusoidal signal, the feedback circuit is

locked. If there is a sinusoidal signal, but it looks distorted, turn the microwave

frequency knob slightly until it looks better. If there is no sinusoidal signal at all,

the phase of the 1f lock-in is probably off by 180◦. Press the “zero” button again.

Then change the phase of the 1f lock-in by 180◦. This is most easily done by

pressing the “+90◦” button on the lock-in twice. Now let go of the “zero” button.

There should be a clean sinusoidal signal on the oscilloscope. If it is distorted,

adjust the microwave frequency slightly. If everything is working properly, the

sinusoidal pattern will remain on the display, even when the frequency of the

source is adjusted slightly. The circuit is now locked. If none of this works,

increase the sensitivity setting on the 1f lock-in to a value greater than 1 mV,

and try again.

One problem to be aware of is making sure that you lock onto a resonance, not

an “anti-resonance.” Referring to Fig. 2.2, it is important to lock onto a resonant

minimum, instead of the maximum between resonant minima. To check this,

view the amplified diode detector signal (with invert off on amplifier A) on the

oscilloscope in “DC” mode, instead of “AC” mode. You might need to reduce the

gain to view the signal. Now, turn the frequency dial on the microwave source

while holding in the “zero” button on the FFC. When the frequency is near a

resonant minimum (which is actually a maximum in the voltage, since the diode

detector is a negative voltage), the trace on the oscilloscope will be close to 0
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V. When the frequency is near an “anti-resonance,” the trace on the oscilloscope

will be at some minimum voltage, which is negative. When the system is locked,

make sure that the absolute voltage is near 0 V, at a maximum.

C.2.3 Optimizing the Feedback Settings

Reduce the sensitivity setting (increase the gain) of the 1f lock-in (3) until the

system either loses lock completely (the sinusoidal signal on the oscilloscope will

disappear), or the circuit begins to oscillate. Then increase the sensitivity value

by one increment, so that all oscillations disappear. This is the optimum sensi-

tivity for the lock-in, giving the feedback circuit its optimum gain.

With the circuit locked, adjust the phase of the 2f lock-in until the “Y”

(quadrature) display of the 2f lock-in indicates a value of 0 V. Then, adjust the

sensitivity of the 2f lock-in until the “X” output is less than 10 V, but as large

as possible. This is an important step, so that as much as possible of the lock-in

amplifier’s range of –10 V to +10 V is used.

For a given system, all these settings only need to be adjusted once, unless a

change is made to the circuit, resonator, or probe.

C.3 Using the Runtime software

The original Runtime version 4.01 program was written by Randy Black in Visual

Basic [71] for use with a scanning SQUID microscope [16]. I modified it for use

with my scanning system, and added new functionality. The most recent version

is Runtime 5.12 from April 14, 2000.
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C.3.1 Loading a Configuration

Now it is time to begin using the computer software. Start up the program

“Runtime 5.12” on the computer. In the File menu, select Load Configuration.

A file dialog box will appear, with the current directory “C:\Runtime 5.12”.

This is the directory that contains several standard configurations. You may

eventually want to create your own, and save it using Save Configuration in

the File menu. Now, open the file “2-input.cfg”. This is a good configuration to

start with.

C.3.2 Dependent Variable Settings

Now select Analog input (ADC1) from the Dep. Vars. menu. A new window

will appear. The check boxes along the left hand side allow the user to select which

A/D channels the software should record while scanning. Right now, channels

0 and 1 will be selected. The next column contains names for the channels.

The first two channels are named “Freq shift” and “2F”. These names can be

modified to describe what type of data is being acquired by the different channels.

On the right hand side of the menu, there are boxes labeled “sample interval”

and “scan interval”. The scan interval is the period of the A/D board sampling.

It is set to 0.3 ms, so that the A/D board will read from the channels every 0.3

ms. The sample interval is the period of time the A/D board will look at each

channel. This should be as large as possible for a given scan interval. Since we

are reading from three channels (channels 0 and 1, and also channel 7 for the

position counter) we set the sample interval to 1/3 of the scan interval, or 0.1 ms.

Finally, the box labeled “Number of points to average” tells how many points

acquired every 0.3 ms will be averaged and saved as a single data point for the
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final image. Now click the OK button to close the window.

C.3.3 Independent Variable Settings

Next, select X Pos (unidex) from the Indep. Vars. menu (if you are using a

system with another type of motor controller, select the appropriate x-axis vari-

able). A new window will appear. This is where the user can set many different

parameters for the x-axis of the motor controller. Here is a brief description of

several of the parameters that you may want to adjust in the future:

1. Ramp time: The time the motors will take to get up to speed. Must be at

least 50 ms. Recommended value for a typical scan: 250 ms.

2. Slow (mm/s): Not used in Runtime version 5.x for the Unidex motors.

3. Scan (mm/s): Speed at which the x-axis will move while data is being

acquired. For a typical sample, set this to 1 mm/s.

4. Fast (mm/s): Speed at which the x-axis will move when the stage is being

moved but data is not being acquired. To run the scan as fast as possible,

set this to 25 mm/s, the maximum speed of the translation stage.

5. Overshoot: Offset from the beginning of each scan line, to allow time for

the motor to get up to speed. The sign of the overshoot is important. If

the scan is going from low x to a higher x value, the overshoot should be

negative, and vice versa.

6. Synchronize Now button: Forces the Unidex motor controller to reset,

and home both axes (this will be described below)
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7. Sychronize MT7 in place button: Instructs the software to read the

position of the x-axis, and update its settings for the position counter.

8. Synchronize MT7,8,9 enter positions button: Allows the user to ini-

tialize the position of the X, Y, and Z motors by entering their positions.

This is useful if the computer loses its GPIB connection with the motor

controller, or if the computer crashes.

Now click the OK button. There is a similar window for the y- and z- axes,

which can be opened by selecting Y Pos unidex and Z Pos unidex from the

Indep. Vars. menu.

C.3.4 The Control Panel

The control panel is used to adjust the translation stage position by hand. Now

open the control panel by selecting Control Panel from the Action menu.

Current A/D board readings of the active channels are shown in the upper part

of the window. The lower part of the window is used to move the translation

stage. In the box next to the upper button labeled Goto, type the number 10 and

then click the Goto button next to the box. A dialog box will appear, warning

you that the Unidex controller is going to home the motors. Click OK. Now you

will see the x- and y-axis of the stage slowly moving to the zero position. Note

that this happens only the first time you give a motor move command. Once the

motors are homed, the x-axis will move to the position you gave it, 10 mm. The

positions of the x- and y- axes can be between 0 and 100 mm. Similarly, you

can adjust the y-axis with the lower Goto button in the window. The z-axis is

homed in the same manner.
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Now is the time to put your sample on the translation stage of the microscope.

Start with a large sample (at least a few mm across). Once you are familiar with

the system, you may wish to scan smaller samples. Put it near the center of the

stage. Then we will use the control panel to find the positions of the four corners

of the region of the sample that you wish to scan. Using the Control Panel, move

the x-axis to the left edge of the sample. Then, move the y-axis to the upper

edge. Write down the position of the upper-left corner of the scan region. Do the

same for the lower-right corner of the sample. We will use these as the boundaries

for the scan.

C.3.5 Setting the Probe Height

Now, using the Control Panel, move the translation stage so that the probe is

approximately above the center of the sample, in order to adjust the height of

the probe. Turn off the frequency following circuit before adjusting the probe

height. Otherwise, when the probe is brought in contact with the sample, the

frequency-following circuit will saturate and lose its lock, resulting in a constant

voltage signal of +15 or -15 V to be applied to the microwave source FM input.

If you are using a system with a manual micrometer control for the z-axis,

use the following procedure to find the position at which the probe touches the

sample. While looking through the optical microscope, turn the probe height

micrometer screw to adjust the probe height. Bring the probe so that it is

almost in contact with the sample. Then, tap the top of the micrometer screw

while looking through the optical microscope. You will see the probe tip move

downward slightly relative to the sample. Move the probe a little closer with the

micrometer, and tap it again. When the probe is in contact with the sample, you
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will no longer see the probe move relative to the sample when the micrometer

is tapped. Be sure to move the probe in small increments so that you do not

jam the probe too hard against the sample, causing some damage to the probe

or the sample. Once the probe is in contact with the sample, observe and write

down the micrometer position. Note that each division is 10 µm. Then move the

probe away. For the 500 µm probe, move it away at least 200 µm (20 divisions

on the micrometer). This is so that the probe doesn’t scratch the sample during

the initial scan (the sample stage might be tilted). If you are using a system

with a z-axis motor, you will need to do this operation using the Control Panel

to move the z motor. Be careful not to jam the probe into the sample; this

could damage the probe, sample, and other expensive things such as the z-axis

scanning stage. To prevent significant damage to the system, it would be wise to

have the z-axis within 1 mm of its lower limit when the probe is in contact with

the sample. Now you may turn on the frequency-following circuit again. Close

the Control Panel by clicking OK.

C.3.6 Setting Scan Parameters and Running the Scan

Bring up the scan parameters window by clicking Acquire Data Set in the

Action menu. Then click the Edit Scenes button. A window will appear which

allows you to set the bounds for a scan. Near the top of the window there are two

boxes, labeled “Start Val” and “Stop Val.” This is where you set the beginning

and ending positions of the x-axis for each scan line. Enter the values that you

wrote down earlier for the left and right edges of your sample. Farther down in

the window are three more boxes, “Start Val”, “Step Val”, and “Num Vals.” Set

the start value to the position of the y-axis at the top edge of your sample. Set
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the step value to the spacing you want between raster lines in the scan. Then,

set Num Vals to the number of scan lines you want in the scan. For a sample

that is 10 mm tall, for example, you could set Step Val to 1 mm, and Num Vals

to 11. Click OK to close the window.

Now the Acquire Data Set window is open. The three boxes along the top

allow the user to specify the filename for their data. The text in the three boxes

will be concatenated to make the filename. A suggested format is to use the

first box to specify your name (with your first initial, for example), the second

box as an index number of the scan, and the third box to describe the sample

being scanned. For example, I might name my 245th scan which is of a YBCO

sample “D245-YBCO” by typing “D”, “245”, and “-YBCO” in the three boxes.

The next five boxes down are all optional. You might want to at least enter

the date. You can also enter comments for the scan. When you are ready to

begin scanning, click Begin Scanning. Another window will open, and the

microscope will begin the scan. You may pause the scan at any time by clicking

Pause. Once paused, you can automatically re-scale the graph of the current

scan line by clicking Rescale, or manually change the scale be clicking on one of

the vertical scale boxes, typing a new value, and pressing Enter. You can abort

the scan by clicking Abort, or resume by clicking Resume. Once the scan has

completed, the computer will tell you by bringing up a dialog box.

C.3.7 Saving Your Data

Under the File menu, click Save to save the file in binary format. The file will

have the extension “.dat”. Be sure to create your own directory in which to save

your files.
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Click Save to ASCII grid to save an image in text format. A window will

appear which is mainly to give you information about the scan. In the lower right

corner, you can select which channel you would like to save the data from. Then

click OK. A file name dialog box will appear. The file will have the extension

“.grd”. The file will be saved in a format which can be read by Transform, a

data-visualization program.

C.4 Using Transform to View Your Data

Open the application “Transform” [36]. If you don’t have Transform, another

program such as Origin [70] can be used. I do not recommend Transform if you

don’t own it already: it is poorly designed, and not worth the money. Select

Open in the File menu. Enter the filename of one of your saved “.grd” files, and

click Open. The data will now appear in table form. Select Generate image

from the Image menu. Try out different color tables in the Color Tables menu.

Two good ones to try are Rainbow or Seismic. When viewing an image, the five

buttons visible along the left side of the window are, from top to bottom, for (1)

selecting a region of the image, (2) adjusting the color attributes, (3) “fiddling”

with the color bar (try this out by clicking in different areas of the image window),

(4) resizing, and (5) setting axis attributes such as scales.

You can also save your file in Transform’s “.hdf” format (Save in the File

menu) and print it (Print in the File menu).
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C.5 Other Information

C.5.1 Re-establishing Your GPIB Connected With the

Motor Controller

From time to time the Unidex motor controller loses its GPIB connection with

the computer. This is a hardware problem with the Unidex controller, rather

than a software problem. It often occurs if you send the motor controller a

command which will take a long time to execute (longer than 17 seconds). When

this happens, a dialog box will appear that says “GPIB error.” First, click Open

Connection. Wait for a message to appear in the status display. If an error

appears, you will need to turn the motor controller off and then on, click Exit,

Reset Motors, and home the motors again (don’t forget to move the probe

and sample apart first, to prevent damage to either). If no error appears, click

Restore Motor Positions. Finally, click Exit, Ignore Error. If this works

(it will unless the motor controller has crashed, which happens occasionally),

the Runtime software will have restored everything back to normal, despite the

Unidex controller’s best efforts to ruin your day.

C.5.2 Viewing Images in Runtime

Runtime 5.x also lets you view an image in gray-scale form. Click View Frame

in the Action menu. Then, using the box in the lower right corner of the window,

select which channel to use. Then click OK to view the image. This is a quick

way to see your results. Use Transform (see Sec. C.4) to view your image in color

and with custom color bars.
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C.5.3 Adjusting the Tilt of the Sample and Probe

When you run your first scan, most likely you will observe an overall tilt in

the image. This is due to the surface of your sample not being parallel to the

translation axes. The tilt can be adjusted by two micrometers on the sample

tilt stage. Try adjusting these, and scanning again. It can take a lot of time to

achieve acceptable results. A good way to adjust the tilt more quickly is to set

up a high-speed scan (set the scan speed to 25 mm/s) with a small number of

scan lines over the sample (less than ten). Then, observe the probe and sample

through the optical microscope while the scan is running. You will be able to

see whether there is an overall tilt to the sample, and adjust it while the scan is

running. This method will at least allow you to quickly get the tilt of the stage

close to being parallel to the axes. You probably will still need to run trial scans

of the sample, adjusting the tilt depending on what you see in the scan image.

Make sure you start out with the probe far away (at least 200 µm for the 500

µm probe) until you get the tilt adjusted better. Then, you may move the probe

closer in. The closer the probe is to the sample, the more sensitive your data

will be to small errors in the tilt of the sample. For the 500 µm probe, a good

scanning height is 50 µm. For the smaller probes, the probe will need to be much

closer to achieve an acceptable signal-to-noise ratio.

Once you get the stage tilt at least close to parallel, you might also want to

adjust the tilt of the probe so that the surface of the probe tip is parallel to

the surface of your sample. The probe tilt is adjusted using the six “push/pull”

thumb screws in the probe holder. These push/pull screws are in pairs. One

member of each pair pushes on the bottom probe mount plate, and has its head

flush with the top probe holder plate; the other member is the “pull” screw, and
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has its head spaced above the top probe holder plate. This arrangement allows

the screws to be tightened so that the probe alignment will not be lost even if the

probe holder is bumped accidentally. Before adjusting the probe tilt, loosen the

bottom probe mount plate by loosening one screw from each of the three pairs.

Then, adjust the tilt by turning one pair of screws in opposite directions. For

example, if you want to lower one edge of the bottom probe mount plate, loosen

the “pull” screw by turning it counterclockwise; then tighten the “push” screw

by turning it clockwise. After you have adjusted the tilt, tighten all three pairs

of screws so that the probe tilt will not shift.

C.6 Additional Capabilities of Runtime

Needing to use Runtime for new types of scanning, I added new functionality to

the software. Descriptions of these new capabilities are given below.

C.6.1 Z-Axis Slow Approach

For the z-axis, there is an additional parameter, the “slow-approach distance,”

which can be set in the MT9 Parameters window. This gives a certain distance

where the z-axis will slow down from its fast speed to its scan speed. I always use

a value of 0.1 mm for the slow-approach distance, and a value of 0.05 mm/s for

the z-axis scan speed for contact mode imaging. This slow-approach distance is

also used by Runtime when bringing the probe back into contact with the sample

from its background measurement position (see Sec. C.6.4).
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C.6.2 Recording Scaled Data

It is much more useful to record frequency shift in kHz rather than in volts, and

the Q as its actual value, rather than in volts. This is done by giving a multiplier

and an offset to the data in the ADC1 Data Acquisition Parameters window,

in the columns marked “Multiplier” and “Offset.” For example, for our Wavetek

907A microwave source, the FM input conversion factor is 2.41 MHz/V. Also,

the FFC divides the frequency shift signal by 2. Thus, if using this microwave

source, you should enter a multiplier of 4820 and an offset of 0. To convert from

the 2f voltage to Q, you will also need a multiplier. The multiplier and offset

are the A and B parameters in Fig. 2.8.

C.6.3 Step Scans

A step scan is defined as a scan where the motors stop at each point to acquire

data, rather than taking data while the x-axis is in motion. Step scanning was

required for contact-mode imaging, due to vibrations which occur while the mo-

tors are in motion. To do a step scan, click on the “Step Scan” check box in

the Scene Program window so that it is checked. Now, set the step size in the

“Step Val” box. If you want the probe to retract between scan lines (I recom-

mend this), check the box marked “Non-drag on return.” If you want the probe

to retract between all points on the sample, so that the probe is never dragged

across the sample, check the box “Non-drag between points.” This mode causes

the least damage to the probe, but significantly increases the time it takes to

acquire a scan. In the “Z (MT9) Displacement (mm)” box, set the distance to

retract the probe with the z-axis motor.

In the “First point delay” box, set the time (in ms) to wait at the beginning
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of each scan line, before taking data. This is to allow time for vibrations to be

dampened. In the “Step delay” box, set the time to wait at points which aren’t

the first point in the scan line. You might need the first point delay to be larger

than the step delay.

The “Drag offset” gives a distance to drag the probe before each scan line,

which seems to help with some scans. The sign of this distance matters, so if you

are scanning in the positive x direction, this offset should be negative.

C.6.4 Taking Background Data

If you want to take background data, check the box marked “Record background

at start of each scan line”. Set the distance to retract the probe in the “Offset

distance” box. I recommend at least 3 mm. In the ADC1 Data Acquisition

Parameters window, you can indicate how to treat the background data for

each channel, in the column marked “Operation”. The possible values here are:

Setting Description

N No operation: ignore background value

S Subtract background value from data value

D Divide data value by background value

The “S” setting is useful for the frequency shift signal, while the “D” setting

is useful for the “2f” signal.

C.6.5 Bidirectional Scans

Bidirectional scans are for taking single hysteresis loops at one point on the

sample, or at multiple points along one line. Check the box “Bidirectional scan”
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to select this mode. The x-axis variable will be used for the hysteresis loop, so

set it to one of the two analog output voltage channels. In the “Initial Val” box,

set the initial value for the variable. In the “Start Val” and “End Val” box, set

the minimum and maximum values for the scan. In the “Step Val” box, set the

amount to change the variable for each data point. For example, if you want a

hysteresis loop centered at 0 V, with the range −5 V to +5 V, enter an initial

value of 0, a start value of −5, and an end value of +5. In the “Number of linear

scans” box, set the number of linear scans you want. For example, if you want

to scan from 0 V to 5 V, down to −5 V, and back up to 0 V, set this value to 3.

C.6.6 Hysteresis Scans

The hysteresis scan capability is different from the bidirectional scan capability, in

that it can be used for a 2-dimensional image. Also, the data is saved differently

(see below). Check the “Hysteresis scan” box to do a hysteresis scan. Set the

hysteresis variable in the “Hysteresis variable” box. The “Start Value” is the

initial value for the hysteresis variable, and the “Min Value” and “Max Value”

are the minimum and maximum values. For example, to have a hysteresis loop

centered at 0 V, with the range −5 V to +5 V, enter the values 0, −5, and 5

for the start, minimum, and maximum values. The “Increment” is how much to

change the hysteresis variable for each new data point. The “Delay time (ms)”

is how long to wait before taking each new data point. Enter the number of

hysteresis loops to acquire at each point on the sample in the “# of loops” box.

On the other hand, if you would like to do a single sweep from the minimum

to the maximum value, check the “Single sweep” box; otherwise, make sure this

box is unchecked. An estimate of the number of data points per position on the
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sample will be given in the “Number of data points” box. For a hysteresis scan,

each point on the hysteresis loop will have to be saved in a separate text file when

you save the grid files.

C.6.7 Scans at Multiple Frequencies

The independent variable “HP83620B” can be used to set the frequency of an HP

83620B Microwave Source, through a GPIB connection. Make sure the microwave

source has a GPIB address of 25. Test the connection by using the Control

Panel in Runtime. When a frequency command is sent, Runtime sends four

identical commands, about half a second apart. This is required for the frequency

to be stable. I think this is a problem with the HP microwave source, when it is

in DC-FM mode. Because of this time delay, this frequency control shouldn’t be

used for a frequency sweep.

To scan at multiple frequencies, click the Edit Program button in the Scene

Program window. Then you may add commands to change the frequency. The

scans will be taken sequentially, and will need to be saved in separate grid files.

Each individual scan is called a “frame” in this context.
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