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Chapter 1

Introduction

1.1 Overview of Statistical Electromagnetics

The problem of the coupling of electromagnetic radiation in and out of structures

is a general one which finds applications in a variety of scientific and engineering

contexts. Examples include the susceptibility of circuits to electromagnetic inter-

ference, the confinement of radiation to enclosures, and the coupling of radiation

to accelerating structures in particle accelerators [1–3].

Because of the wave nature of radiation, the coupling properties of a structure

depend in detail on the size and shape of the structure, as well as the frequency of

the radiation. In considerations of irregularly shaped electromagnetic enclosures

for which the wavelength is fairly small compared with the size of the enclosure,

it is typical that the electromagnetic field pattern within the enclosure, as well

as the response to external inputs, can be very sensitive to small changes in

frequency and to small changes in the configuration. Thus, knowledge of the

response of one configuration of the enclosure may not be useful in predicting

that of a nearly identical enclosure. This motivates a statistical approach to the

electromagnetic problem. A good introduction and overview is provided in the
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book by Holland and St. John [4].

While our ability to numerically compute the response of particular structures

has advanced greatly in recent years, the kind of information needed for a statis-

tical description may not be obtainable directly from numerical computation. In

the case of complex or irregularly shaped enclosures that are large compared to

a wavelength, accurate numerical solution of the electromagnetic field problem

can be difficult or impossible. Also, if such numerical solutions are to be used to

generate statistics, the numerical solutions must be obtained for many slightly

different configurations and/or frequencies.

Thus it would seem to be desirable to have specific analytical predictions for

the statistics of electromagnetic quantities in such circumstances. This general

problem has received much attention in previous work (e.g., Refs. [5–7]). Some

of the main issues addressed in these works are: the probability distribution of

fields at a point, the correlation function of fields at two points near each other,

the statistics of the excitation of currents in cables or in small devices within

the enclosure, the cavity Q, the statistics of coupling to the enclosure, and the

statistics of scattering properties. A fundamental basis for most of these studies is

that, due to the complexity of the enclosure and the smallness of the wavelength

compared to the enclosure size, the electromagnetic fields approximately obey a

statistical condition that we shall call the random plane wave hypothesis, which

we will explain more carefully in the next section.

1.2 Wave Chaos Approach

In addition to this previous work on statistical electromagnetics, much related

work has been done by theoretical physicists. The physicists are interested in

2



solutions of quantum mechanical wave equations when the quantum mechanical

wavelength is short compared with the size of the object considered. Even though

the concern is not electromagnetics, the questions addressed and the results are

directly applicable to wave equations, in general, and to electromagnetics, in

particular. The start of this line of inquiry was a paper by Eugene Wigner [8].

Wigner’s interest was in the energy levels of large nuclei. Since the energy level

density at high energy is rather dense, and since the solution of the wave equa-

tions for the levels was inaccessible, Wigner proposed to ask statistical questions

about the levels. Wigner’s results apply directly to the statistics of resonant fre-

quencies in highly-overmoded irregularly-shaped electromagnetic cavities. Since

Wigner’s work, and especially in recent years, the statistical approach to wave

equations has been a very active area in theoretical physics, where the field has

been called ‘quantum chaos’ [9, 10]. Much work has been done elucidating the

consequences for the scattering of waves in cases in which, in the geometric optics

approximation, the ray orbits within the structure are chaotic. Examples include

optical [11], acoustic [12], microwave [13–16] and electronic cavities [17, 18]. We

emphasize, however, that the quantum aspect to this work is not inherent, and

that a better terminology, emphasizing the generality of the issues addressed,

might be ‘wave chaos’. In Sec. 1.2 I will review previous work that is relevant

to the subsequent discussion in the dissertation. Most of this review concerns

work done in the context of quantum mechanics and can also be found in Refs.

[19–21].
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1.2.1 Eigenvalue Statistics

In considering a closed system Weyl [23] gave a result for the approximate average

eigenvalue density in the limit of small wavelength compared to the system size.

For the two-dimensional problem (∇2 + k2)φ = 0 in a region R of area A with

Dirichlet or Neumann boundary conditions on φ, Weyl’s formula reduces to

ρ̃(k2) ∼= A/4π , (1.1)

where ρ̃(k2)δk2 is the number of eigenvalues k2
n (k2

1 ≤ k2
2 ≤ k2

3 ≤ . . .) between

(k2 − δk2/2) and (k2 + δk2/2). The quantity ∆(k2) = 1/ρ̃(k2) is the average

spacing between eigenvalues, i.e., average of (k2
n+1 − k2

n) for k2
n
∼= k2. Inherent in

the derivation of (1.1) are the assumptions that δk2 ≪ k2 and that many modes

are present in the range δk2. These imply the requirement that k2A ≫ 4π,

the previously mentioned small wavelength limit. Higher order corrections to the

Weyl formula (e.g., terms of order ℓ/k added to the right hand side of (1.1), where

ℓ is a relevant length of the boundary) have been given in Refs. [24, 25]. Other

corrections due to Gutzwiller are oscillatory in k and are geometry dependent [20,

26]. For a three dimensional electromagnetic enclosure Weyl’s formula becomes

∆(k2) = 1/ρ̃(k2) = 2π2/kV , where V is the volume of the enclosure. We note

that ∆(k2) depends on k in the three dimensional case, but is k-independent in

two dimensions. Since we work primarily in two dimensions, we henceforth use

the notation ∆ in place of ∆(k2).

If one examines the spacings between two adjacent eigenvalues, k2
n+1 − k2

n,

then, on average it is well-approximated by 1/∆ with ∆ given by the Weyl for-

mula. However, the fluctuations from the average are themselves typically of order

1/∆. Thus it is of interest to consider the distribution function of the eigenvalue

spacings for a random choice of adjacent eigenvalues in the range (k2 − δk2/2)
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to (k2 + δk2/2). As a first step we can normalize the spacings using the Weyl

formula,

sn = (k2
n+1 − k2

n)/∆ . (1.2)

Wigner considered the probability distribution function for the eigenvalues (en-

ergy levels) of large complicated nuclei. Depending on symmetries, he found

three cases, only two of which are relevant for us. These two cases are referred to

as the Gaussian Orthogonal Ensemble (GOE) and the Gaussian Unitary Ensem-

ble (GUE) (to be explained subsequently). Wigner’s results for the probability

distributions P (s) of the normalized spacing (1.2) are [8, 19]

PGOE(s) ∼= (π/2)s exp(−πs2/4) , (1.3)

and

PGUE(s) ∼= (32/π)s2 exp(−4s2/π) . (1.4)

These spacing distributions, while derived for a very specific model, have been

found to apply in a variety of contexts, including the spacing distributions for

modes of electromagnetic resonators, as demonstrated experimentally in Ref. [27].

1.2.2 Random Matrix Theory

We now explain the idea behind Wigner’s derivations of (1.3) and (1.4), first

considering (1.3) which applies to our example, the eigenvalue problem,

(∇2 + k2)φ = 0 in R , (1.5)

φ = 0 on the boundary of R , (1.6)

where R is a finite connected two dimensional domain and ∇2 = ∂2/∂x2+∂2/∂y2.

Introducing a real orthogonal basis ψj(x, y) (j = 1, 2, . . .), where ψj satisfies
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the boundary condition (1.6) [note, ψj are in general not the solutions of the

eigenvalue problem (1.5,1.6)], we express φ(x, y) as φ(x, y) =
∑

j cjψj, and insert

this expansion in (1.5). Multiplying by ψi and integrating over R we obtain the

infinite matrix problem,

Hc = Λc , (1.7)

where Λ = −k2, c = (c1, c2, . . .)
T (the superscribed T denotes the transpose), and

the elements of H are

Hij =

∫ ∫

R

ψi∇2ψjdxdy . (1.8)

Note that, aside from the conditions of orthogonality and the satisfaction of the

boundary conditions, Eq. (1.6), the basis functions ψj(x, y) are so far arbitrary.

Nevertheless, we still know something about the matrix H: It is real, and, via

integration of (1.8) by parts, it is also symmetric. Wigner hypothesized that

the eigenvalue spectrum of complicated nuclear systems have similar statistical

properties to those of the spectra of ensembles of random matrices. Wigner fur-

ther hypothesized that the following two statistical conditions on the probability

distribution P̄ (H) for the ensemble of matrices should be satisfied.

(1) Invariance. The probability distribution should be independent of the

choice of basis {ψi}. Expressing the eigenvalue problem (1.7) in another orthog-

onal basis {ψ′
i}, invariance requires

P̄ (H) = P̄ (OHOT ), (1.9)

for all orthogonal matrices O.

(2) Independence. The matrix elements (aside from the symmetry Hij = Hji)

are independent random variables. Thus P̄ (H) is the product of distributions for

all the individual elements Hij, i ≤ j.
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These two conditions can be shown to imply [8, 9, 19] that the distributions

for the Hij are all Gaussians, that the variances of the off diagonal elements are

all the same, and that the variances of all the diagonal element distributions are

double the variance of the off diagonal elements. This specifies the Gaussian

Orthogonal Ensemble (GOE) of random matrices. Using this distribution for H,

Wigner derived Eq. (1.3) for the normalized spacing distribution.

Wigner’s second result (1.4) applies to situations in which ‘time reversal sym-

metry is broken’. To simply see the origin of this terminology, consider the motion

of a point charge in a homogeneous magnetic field B0ẑ0. The motion in the (x, y)

plane is circular. If, at any time t = t0, we stop the charge, and reverse its

velocity, it does not retrace its path, but, as illustrated in Fig. 1.1(a), it follows

a different circular path. In contrast, the motion of a particle in an arbitrary

potential does retrace its path upon reversal of its velocity vector, if there is no

magnetic field. The impact of this is that the quantum mechanical wave equa-

tion becomes complex; that is, unlike (1.5) and (1.6), there are imaginary terms

present, and these typically cannot be removed by a change of variables. Thus,

expanding as before, H is now a complex Hermitian matrix, Hij = H∗
ji, and (1.9)

is replaced by

P̄ (H) = P̄ (UHU †) , (1.10)

where U is an arbitrary unitary matrix, U−1 = U †, with † standing for the

conjugate transpose of the matrix. Application of (1.10) and the independence

hypothesis, then leads to the Gaussian Unitary Ensemble (GUE) of random ma-

trices. The statistics for the normalized eigenvalue spacings in the GUE case is

given by (1.4).

The GUE statistics are also relevant to electromagnetics [27]. In particular, if

7
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Figure 1.1: Time reversal symmetry breaking (a) for a particle trajec-

tory in a magnetic field, and (b) for reflection from a lossless magnetized

ferrite slab.

a lossless magnetized ferrite is present, the basic wave equation becomes complex

because the magnetic permittivity matrix µ is Hermitian, µ = µ†, with complex

off-diagonal elements. As an example of the breaking of ‘time reversal symmetry’

in the case of a magnetized ferrite, consider Fig. 1.1(b) which shows a homo-

geneous lossless ferrite slab, with vacuum in the region to its left, a perfectly

conducting surface bounding it on its right, a constant applied magnetic field

B0ẑ0, and a time harmonic electromagnetic plane wave incident on the slab from

the left where the angle of incidence is θ. The resulting reflection coefficient for

the situation in Fig. 1.1(b) has magnitude one due to energy conservation, and

is thus given by the phase shift α(θ,B0) upon reflection. If we now reverse the

arrows in Fig. 1.1(b), the phase shift is different from what it previously was if

B0 6= 0, but is the same if B0 = 0. Thus here too a magnetic field may be said

to break time reversal symmetry.
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The study of random ensembles of matrices, particularly the GOE and GUE

ensembles initiated by the work of Wigner, has become a very highly developed

field [22, 28]. Using these ensembles many questions, other than that of finding

P (s), have been addressed. We will come back to this later in the dissertation.

1.2.3 Chaotic Ray Trajectories

Wigner’s original setting was a very complicated wave system, and it was this

complication that he invoked to justify the validity of a statistical hypothesis.

Subsequently it was proposed [29, 30] that, under appropriate conditions, even

apparently simple systems might satisfy the Wigner hypotheses. The idea was

that, since the wavelength is short, the ray equations should indicate the character

of solutions of the wave equation. Considering the example of a vacuum-filled two

dimensional cavity (i.e., it is thin in z), the ray equations are the same as those

for the trajectory of a point particle: straight lines with specular reflection (i.e.,

angle of incidence equals angle of reflection) at the boundaries. Such systems

are called ‘billiards’ and have been studied since the time of Birkhoff [31] as a

paradigm of particle motion in Hamiltonian mechanics. It is found that typically

three different types of motion are possible: (a) integrable, (b) chaotic, and (c)

mixed. Whether (a), (b) or (c) applies depends on the shape of the boundary; e.g.,

see Fig. 1.2. It is noteworthy that even rather simple boundaries can give chaotic

behavior. Thinking of chaotic behavior as complicated, the authors of Refs. [29,

30] proposed that Wigner’s hypotheses might apply in situations where the system

was simple but the dynamics was chaotic (complicated), and they tested this

proposal numerically, obtaining results in good agreement with the predicted

PGOE(s), Eq. (1.3). In addition, subsequent experimental [27, 32, 33] work in

9



electromagnetic cavities, both with and without magnetized ferrite, support the

applicability of Wigner’s hypotheses to simple ray-chaotic systems.

Figure 1.2 gives some examples of billiard (or cavity) shapes. The rectangle

of Fig. 1.2(a) is an example of an integrable system; particle orbits separately

conserve the kinetic energies associated with their motion in the x-direction and

in the y-direction. On the other hand, this is not true for the examples of chaotic

billiard (cavity) shapes shown in Figs. 1.2(b-e). For these chaotic shapes, the

following situation applies. Suppose we pick an initial condition for the parti-

cle orbit at random by first choosing a point within the billiard with uniform

probability density per unit area and by next choosing an angle θ with uniform

probability in 0 to 2π. We then launch the particle with speed v from the chosen

point and in a direction θ to the horizontal. With probability one, the resulting

orbit will fill the cavity uniformly and isotropically.

Thus one qualitative difference between the billiard orbits from randomly

chosen initial conditions for an integrable case, like Fig. 1.2(a), as opposed to

chaotic cases, like Figs. 1.2(b-e), is that the velocity direction samples all orien-

tations equally at all spatial points in the chaotic case, but not in the integrable

case. Another, perhaps more fundamental, difference is that, if we start two

initial conditions at the same (or slightly different) location and with the same

speed, but with slightly different angular orientations of their velocity vectors,

then the character of the subsequent evolutions of the two orbits is different in the

integrable and chaotic cases. In both cases, the two orbits typically separate from

each other, but in the integrable case the separation is, on average, proportional

to time, while in the chaotic case it is, on average, exponential with time.
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Figure 1.2: Examples of billiard shapes. (a) Is a rectangle. (b) Is

made up of two circular arcs of radii R1 and R2 that are tangent at

the point of joining to two straight line segments. The sides of (c) are

circular arcs. The billiard region of (d) lies between the circle and the

square. (e) Is similar to (b). (d) Is made up of four circular arcs that

join smoothly at the dots indicated on the boundary; the centers of the

upper and lower arcs lie outside the billiard region while the other two

arcs of radii R1 and R2 have centers that are within the billiard region.

(a) Is integrable, (b)-(e) are chaotic, and (f) is mixed.
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1.2.4 The Random Plane Wave Hypothesis

As mentioned in the first section, the basis for much of the previous work on sta-

tistical electromagnetics is ‘the random plane wave hypothesis’ that, in a suitable

approximate sense, the fields within the cavity behavior like a random superposi-

tion of isotropically propagating plane waves. The same hypothesis has also been

used for waves in plasmas [34] and within the context of quantum mechanics of

classically chaotic systems [35]. A strong motivation for this hypothesis is the

observation that ray orbits in chaotic systems (like the billiards in Figs. 1.2(b-e))

are uniform in space and isotropic in direction. Furthermore, direct numerical

tests in two dimensional chaotic cavities tend to support the hypothesis [29].

We also note that different predictions result from the random plane wave

hypothesis in the cases of time reversal symmetry (i.e., real waves) and of broken

time reversal symmetry (i.e., complex waves), and these have been tested in

microwave cavity experiments with and without magnetized ferrites [36]. We

discuss the case of broken time reversal symmetry further in chapter 4.

In our subsequent work in this dissertation, we mainly employ the random

plane wave hypothesis, although use will occasionally also be made of random

matrix theory (in particular, we will use Eqs. (1.3) and (1.4)). As will become

evident, the random matrix hypotheses of Wigner are closely related to the ran-

dom plane wave hypothesis. Because the random plane wave hypothesis has a

somewhat closer connection to the physical aspects of the problem, it allows a

more transparent means of taking into account the nonuniversal effects of the

port geometry.

While the random plane wave hypothesis is mostly confirmed by numerical

tests, it is also observed that it is sometimes violated. In particular, when many
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eigenmodes of a very highly overmoded, two-dimensional cavity are computed and

examined, it is found, for most modes, that the energy density is fairly uniformly

distributed in space over length scales larger than a wavelength [29, 37]. This is

in accord with the random plane wave hypothesis. On the other hand, it is also

found [37–40] that there is some small fraction of modes for which energy density

is observed to be abnormally large along unstable periodic orbits. For example,

for a cavity shaped as in Fig. 1.2(c), a short wavelength mode has been found [40]

for which there is enhanced energy density in the vicinity of the dashed, diamond-

shaped orbit shown in Fig. 1.2(c). This phenomenon has been called ‘scarring’

[37]. One conjecture is that, as the wavelength becomes smaller compared to the

cavity size, scarring becomes less and less significant, occurring on a smaller and

smaller fraction of modes and with smaller energy density enhancement near the

associated periodic orbit [40]. In our work to follow, we will neglect the possibility

of scarring. We also note that the scar phenomenon is not included in the random

matrix theory approach.

1.3 Outline of Dissertation

In this dissertation I consider an irregularly shaped cavity with transmission

lines and/or waveguides connected to it, and I attempt to obtain the statistical

properties of the impedance matrix Z and the scattering matrix S. I will mainly

treat the case of cavities that are thin in the vertical (z-direction) direction, so

that the problem admits a purely scalar formulation. While the two dimensional

problem has practical interest in appropriate situations (e.g., the high frequency

behavior of the power plane of a printed circuit), we emphasize that our results for

the statistical properties of Z and S matrices are predicted to apply equally well
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to three dimensional electromagnetics and polarized waves. Due to the analogy

between Helmholtz equation and Schödinger equation, we expect our models can

be applied to quantum systems.

This dissertation is organized as follows:

• In Chapter 2, I derive expressions for the impedance and scattering ma-

trices in terms of eigenvalues and eigenfunctions, in the context of a mi-

crowave cavity with ports connected to it. This approach is closely related

to Wigner’s R-theory. A novel part of our model is that it expresses the

cavity impedance in terms of the radiation impedance, which characterizes

the system dependent details of the coupling.

• In Chapter 3, I use our model to investigate the impedance statistics in the

simplest case, i.e., a lossless time reversal symmetric cavity connected to a

single port. We construct a model normalized impedance to compare with

the theoretical prediction, and test our results by comparison with data

obtained from numerical solutions of the Helmholtz wave equations for a

chaotic cavity shape.

• In Chapter 4, I discuss several aspects of model generalization. First, we

extend our discussion from single port to multiport; second, effects of time

reversal symmetry breaking are described. Also discussed is an investi-

gation of loss effects on the impedance matrix, particularly, the marginal

distributions of the real and imaginary parts of the impedance, and their

correlations at different frequencies.

• In Chapter 5, I describe the statistics of scattering coefficient (one port

case) and scattering matrix (multiple ports). In the one-port case, I fo-
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cus on the probability density function of phase distribution, which, after

normalization, is uniformly distributed. In the case of multiple ports, for-

mulae regarding the averaged transmission coefficients versus the coupling

are presented.

• In Chapter 6, a characterization of fluctuations of impedance and scattering

matrices is given in terms suitably defined the impedance and scattering

variance ratios. It is found that the variance ratio for the impedance is a

universal function of distributed losses within the scatterer.

• In Chapter 7, I give a summary of our work and discuss possible future

work.
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Chapter 2

Random Coupling Model

2.1 Formulation for Z and S Matrix

For an electrical circuit or electromagnetic cavity with ports, the scattering ma-

trix is related to the impedance matrix Z. The impedance matrix provides a

characterization of the structure in terms of the linear relation between the volt-

ages and currents at all ports (for a cavity with a waveguide port, the concepts of

voltages and currents can be appropriately generalized to describe the waveguide

modes),

V̂ = ZÎ, (2.1)

where V̂ and Î are column vectors of the complex phasor amplitudes of the

sinusoidal port voltages and currents. Specifically, the temporally sinusoidally

varying voltage V (t) is given in terms of its phasor representation V̂ by V (t) =

Re(V̂ ejωt).

In defining the S matrix in terms of the Z matrix, we introduce column vectors
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of incident (â) and reflected (b̂) wave amplitudes,

â = (Z
−1/2
0 V̂ + Z

1/2
0 Î)/2 (2.2)

b̂ = (Z
−1/2
0 V̂ − Z

1/2
0 Î)/2, (2.3)

where Z0 is a real diagonal matrix whose elements are the characteristic im-

pedances of the transmission line (or wave guide) modes connected to each port.

With this definition, the time averaged power delivered to the structure is

P =
1

2
Re{Î†V̂ } =

1

2
(â†â− b̂†b̂), (2.4)

where Î† = (ÎT )∗, ÎT is the transpose of Î, and ∗ denotes complex conjugate.

The scattering matrix S gives the reflected waves in terms of the incident

waves, b̂ = Sâ, and is related to the impedance matrix Z by substituting

V̂ = Z
1/2
0 (â+ b̂) and Î = Z

−1/2
0 (â− b̂) (2.5)

into Eq. (2.1),

S = Z
1/2
0 (Z + Z0)

−1(Z − Z0)Z
−1/2
0 . (2.6)

If the structure is lossless, then Z† = −Z, S is unitary (S−1 = S†), and P=0.

As discussed in the next section, the impedance matrix Z can be expressed

in terms of the eigenfunctions and eigenvalues of the closed cavity. We will

argue that the elements of the Z matrix can be represented as combinations of

random variables with statistics based on the random plane wave hypothesis for

the representation of chaotic wave functions, and the Wigner results (1.3, 1.4)

for the spacing distribution of the eigenvalues.
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2.2 Z Matrix of Two-Dimensional Cavities

We consider a closed cavity with ports connected to it. For specificity, in our

numerical work, we consider the particular, but representative, example of the

vertically thin cavity shown in Fig. 2.1(a) coupled to the outside via a coaxial

transmission cable. Fig. 2.1(b) shows an example of how this cavity might be

connected to a transmission line via a hole in the bottom plate. The cavity shape

in Fig. 2.1 is of interest here because the concave curvature of the walls insures

that typical ray trajectories in the cavity are chaotic. (Fig. 2.1(a) is a quarter

of the billiard shown in Fig. 1.2(c).) For our purposes, a key consequence of the

chaotic property of the shape in Fig 2.1(a) is that, if we consider the trajectory

of a particle bouncing with specular reflection at the walls (equivalently a ray

path), then a randomly chosen initial condition (i. e., random in position ~x

within the cavity and isotropically random in the orientation θ of the initial

velocity vector) always generates an orbit that is ergodic within the cavity. In

cases such as Fig. 2.1(a) we assume that the previously mentioned hypotheses

regarding eigenfunctions and eigenvalue distributions provide a useful basis for

deducing the statistical properties of the Z and S matrices, and, in what follows,

we investigate and test the consequences of this assumption.

The vertical height h of the cavity is small, so that, for frequencies of interest,

the only propagating waves inside the cavity have electric fields that are purely

vertical,

~E = Ez(x, y)ẑ. (2.7)

This electric field gives rise to a charge density on the top plate ρs = −ǫ0Ez, and

also generates a voltage VT (x, y) = −hEz(x, y) between the plates. The magnetic
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Figure 2.1: (a) Top view of the cavity used in our numerical simulation.

(b) Side view of the details of a possible coupling.

field is perpendicular to ẑ,

~B = (Bx, By) = µ0
~H, (2.8)

and is associated with a surface current density ~Js = ~H × ẑ flowing on the top

plate.

The cavity excitation problem for a geometry like that in Fig. 2.1(b) is sys-

tem specific. We will be interested in separating out statistical properties that

are independent of the coupling geometry and have a universal (i.e., system-

independent) character. For this purpose, we claim that it suffices to consider

a simple solvable excitation problem, and then generalize to more complicated

cases, such as the coupling geometry in Fig. 2.1(b). Thus we consider the closed

cavity (i.e., with no losses or added metal), with localized current sources result-

ing in a current density ~Js(x, y, t) =
∑

i Ii(t)ui(x, y)ẑ between the plates. The

profile functions ui(x, y) are assumed to be localized; i.e., ui(x, y) is essentially

zero for (x−xi)
2 +(y− yi)

2 > l2i , where li is much smaller than the lateral cavity

dimension. ui(x, y) characterizes the distribution of vertical current at the loca-
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tion of the i-th model input (analogous to the i-th transmission line connected

to the cavity, although, for this model there are no holes in the upper or lower

plates). The profile is normalized such that
∫

dxdyui(x, y) = 1. (2.9)

For the sake of simplicity, we only consider the single port case in this section

(i.e., there is only one localized source and we may thus drop the subscript i on

ui(x, y)). The injection of current serves as a source in the continuity equation for

surface charge, ∂ρs/∂t + ∇ · ~Js = Iu(x, y), where ∇ = (∂/∂x, ∂/∂y). Expressed

in terms of fields, the continuity equation becomes:

∂

∂t
(−ǫ0Ez) + ∇ · (H̃ × ẑ) = Iu(x, y). (2.10)

Differentiating Eq. (2.10) with respect to t and using Faraday’s law, we obtain,

∂2

∂t2
(−ǫ0Ez) + ∇ · 1

µ0

∇Ez = u(x, y)
∂I

∂t
. (2.11)

Expressing the electric field in terms of the voltage VT = −Ezh, we arrive at the

driven wave equation,

1

c2
∂2

∂t2
VT −∇2VT = hµ0u

∂I

∂t
, (2.12)

where c is speed of light, c2 = 1/(µ0ǫ0).

Assuming sinusoidal time dependence ejωt for all field quantities, we obtain

the following equation relating V̂T and Î, the phasor amplitudes of the voltage

between the plates and the port current,

(∇2 + k2)V̂T = −jωhµ0uÎ = −jkhη0uÎ, (2.13)

where η0 =
√

µ0/ǫ0 is the characteristic impedance of free space and k = ω/c.

Thus Eq. (2.13) represents a wave equation for the voltage between the plates

excited by the input current.
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To complete our description and arrive at an expression of the form of Eq. (2.1),

we need to determine the port voltage V . We take its definition to be a weighted

average of the spatially dependent voltage VT (x, y, t),

V =

∫

dxdyu(x, y)VT (x, y, t). (2.14)

This definition is chosen because it then follows from Eq. (2.10) that the product

IV gives the rate of change of field energy in the cavity, and thus Eq. (2.14)

provides a reasonable definition of port voltage. Solution of Eq. (2.13) and ap-

plication of (2.14) to the complex phasor amplitude V̂T provide a linear relation

between V̂ and Î, which defines the impedance Z.

To solve Eq. (2.13), we expand V̂T in the basis of the eigenfunctions of the

closed cavity, i.e., V̂T =
∑

n cnφn, where (∇2 + k2
n)φn = 0,

∫

φiφjdxdy = δij and

φn(x, y) = 0 at the cavity boundary. Thus, multiplying Eq. (2.13) by φn and

integrating over (x, y) yields

cn(k
2 − k2

n) = −jkhη0〈uφn〉Î , (2.15)

where kn = ωn/c, ωn is the eigenfrequency associated with φn, and 〈 uφn〉 =
∫

φnudxdy. Solving for the coefficients cn and computing the voltage V̂ yields

V̂ = −j
∑

n

khη0〈uφn〉2
k2 − k2

n

Î = ZÎ. (2.16)

This equation describes the linear relation between the port voltage and the

current flowing into the port. Since we have assumed no energy dissipation so far

(e.g., due to wall absorption or radiation), the impedance of the cavity is purely

imaginary, as is indicated by Eq. (2.16).

The expression for Z in Eq. (2.16) is equivalent to a formulation introduced

by Wigner and Eisenbud [41] in nuclear-reaction theory in 1947, which was gen-

eralized and reviewed by Lane and Thomas [42], and Mahaux and Weidenmüller
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[43]. Recently, a supersymmetry approach to scattering based on this formulation

was introduced by Verbaarschot et.al. [44] and further developed by Lewenkopf

[45] and Fyodorov [46](which they called the “K-matrix” formalism), and it has

also been adapted to quantum dots by Jalabert, Stone and Alhassid [47].

2.3 Statistical Representation

Explicit evaluation of Eq. (2.16) in principle requires determination of the eigen-

values and corresponding eigenfunctions of the closed cavity. We do not propose

to do this. Rather, we adopt a statistical approach to the properties of eigenfunc-

tions of chaotic systems, and we use this to construct models for the statistical

behavior of the impedance. By a statistical approach we mean the following. For

high frequencies such that k = ω/c≫ L−1 where L is a typical dimension of the

cavity, the sum in Eq. (2.16) will be dominated by high order (short wavelength)

modes with knL ≫ 1. For these modes the precise values of the eigenvalues kn

as well as the overlap integrals 〈uφn〉 will depend sensitively on the geometry of

the cavity. Rather than predict these values precisely we will replace them with

random variables. The assumption here is that there are many modes with kn

in the narrow interval δk centered at k (where ∆ ≪ (δk)2 ≪ k2), and, if we

choose one of these at random, then its properties can be described by a statisti-

cal ensemble. As discussed in Chapter 1, the properties of the short wavelength

eigenfunctions can be understood in terms of ray trajectories. For geometries like

that in Fig. 2.1(a), ray trajectories are chaotic.

A particularly successful approach to describe the statistical properties of the

eigenfunctions of chaotic billiards, dating back to Berry [48], assumes that at any

point not too close to the boundary the wave function has statistical properties
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similar to those of a random superposition of many plane waves,

φn(~x) ≃
N

∑

j=1

αj exp(ikn~ej · ~x+ iβj), N ≫ 1, (2.17)

where the modulus kn of the incoming waves is fixed, but directions ~ej, amplitude

αj and the phase βj are independent random variables. In systems with time-

reversal symmetry, there is an additional restriction that the wave function has to

be real. Equation (2.17) cannot be strictly true near billiard boundaries, but this

occurs only in a relatively small volume since it is assumed that the wavelength

is small compared to the cavity size.

The wave orientation in Eq. (2.17) is uniformly distributed, and the phase is

also uniformly distributed in [0, 2π]. Since the summation is over a large number

N , and the magnitude αj have the same distribution for all the plane waves, one

expects a Gaussian distribution for the wave function amplitude φn(~x), and we

an calculate the overlap integral 〈uφn〉 appearing in the numerator of (2.16). The

central limit theorem implies that the overlap integral will be a Gaussian random

variable with zero mean. The variance of the overlap integral can be obtained

using Eq. (2.17),

E{〈uφn〉2} =
1

A

∫ 2π

0

dθ

2π
|ū(~kn)|2, (2.18)

where E{.} denotes expected value, and ū(~kn) is the Fourier transform of the

profile function u(x, y),

ū(~kn) =

∫

dxdyu(x, y)exp(−i~kn · ~x), (2.19)

and ~kn = (kn cos θ, kn sin θ). The integral in (2.18) over θ represents averaging

over the directions ~ej of the plane waves.

The variance of 〈uφn〉 depends on the eigenvalue k2
n. If we consider a localized

source u(x, y) such that the size of the source is less than the typical wavelength
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2π/kn, then the variance will be A−1 (recall the normalization of u given by

Eq. (2.9)). As larger values of kn are considered, the variance ultimately decreases

to zero. As an illustrative example, suppose that the source corresponds to an

annular ring of current of radius a,

u(x, y) =
1

π
δ(x2 + y2 − a2). (2.20)

In this case, one finds from Eq. (2.18),

E{〈uφn〉2} = A−1J2
0 (kna), (2.21)

which decreases to zero with increasing kna as (kna)
−1. (A smooth, analytic

function u(x, y) will yield a sharper cutoffs in variance as kn increases.)

Modelling of Eq. (2.16) also requires specifying the distribution of eigenvalues

kn appearing in the denominator. According to the Weyl’s formula (1.1) for a

two dimensional cavity of area A, the average separation between adjacent eigen-

values, k2
n − k2

n−1, is 4πA−1. The distribution of spacings of adjacent eigenvalues

is predicted to have the characteristic Wigner form for cavities with chaotic tra-

jectories. In particular, defining the normalized spacing, sn = A(k2
n − k2

n−1)/4π,

the probability density function for sn is predicted to be closely approximated by

Eq. (1.3) for chaotic systems with time-reversal symmetry. We will generate val-

ues for the impedance assuming that sequences of eigenvalues can be generated

from a set of separations sn which are independent and distributed according to

Eq. (1.3). The usefulness of the assumption of the independence of separations

will have to be tested, as it is known that there are long range correlations in

the spectrum, even if nearby eigenvalues appear to have independent spacings.

Our assertion is that the sum in Eq. (2.16) is determined mainly by the average

spacing and the distribution of separations of eigenvalues for kn near k and that
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long range correlations in the kn are unimportant.

2.4 Cavity Impedance and Radiation Impedance

Combining our expressions for 〈uφn〉 and using the result that for a two dimen-

sional cavity the mean spacing between adjacent eigenvalues is ∆ = 4πA−1, the

expression for the cavity impedance given in Eq. (2.16) can be rewritten,

Z = − j

π

∞
∑

n=1

∆
RR(kn)w

2
n

k2 − k2
n

, (2.22)

where wn is taken to be a Gaussian random variable with zero mean and unit

variance, the kn are distributed according to Eq. (1.3), and RR is given by

RR(k) =
khη0

4

∫

dθ

2π
|u(~k)|2. (2.23)

Our rationale for expressing the impedance in the form of Eq. (2.22) and

introducing RR(kn) is motivated by the following observation. Suppose we allow

the lateral boundaries of the cavity to be moved infinitely far from the port.

That is, we consider the port as a 2D free-space radiator. In this case, we solve

Eq. (2.13) with a boundary condition corresponding to outgoing waves, which

can be readily done by the introduction of Fourier transforms. This allows us

to compute the phasor port voltage V̂ by Eq. (2.14). Introducing a complex

radiation impedance ZR(k) = V̂ /Î (for the problem with the lateral boundaries

removed), we have

ZR(k) = − j

π

∫ ∞

0

dk2
n

k2 − k2
n

RR(kn), (2.24)

where RR(kn) is given by Eq. (2.23) and kn is now a continuous variable. The

impedance ZR(k) is complex with a real part obtained by deforming the kn inte-

gration contour to pass above the pole at kn = k. This follows as a consequence
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of applying the outgoing wave boundary condition, or equivalently, letting k have

a small negative imaginary part. Thus, we can identify the quantity RR(k) in

Eq. (2.23) as the radiation resistance of the port resulting from one half the

residue of the integral in (2.24) at the pole, k2 = k2
n,

Re[ZR(k)] = RR(k), (2.25)

and XR(k) = Im[ZR(k)] is the radiation reactance given by the principal part

(denoted by P ) of the integral (2.24),

XR(k) = P{− 1

π

∫ ∞

0

dk2
n

k2 − k2
n

RR(kn)}. (2.26)

As an example, we evaluate this radiation impedance for the case of the

annular current profile (2.20) in Appendix A and find

Z̄ = −j(khη/4)J0(ka)Y0(ka), (2.27)

where Y0 is a Bessel function of the second kind. This impedance has a positive

imaginary logarithmic divergence as ka→ 0 which is due to the large inductance

associated with feeding the current through a small circle of radius a.

Based on the above, the connection between the cavity impedance, repre-

sented by the sum in Eq. (2.22), and the radiation impedance, represented in

Eq. (2.25) and Eq. (2.26), is as follows. The cavity impedance, Eq. (2.22), con-

sists of a discrete sum over eigenvalues kn with weighting coefficients wn which are

Gaussian random variables. There is an additional weighting factor RR(kn) in the

sum, which is the radiation resistance. The radiation reactance, Eq. (2.26), has a

form analogous to the cavity impedance. It is the principle part of a continuous

integral over kn with random coupling weights set to unity. While, Eqs. (2.22),

(2.25), (2.26), have been obtained for the simple model input Ĵ = Îu(x, y) in
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0 ≤ z ≤ h with perfectly conducting plane surfaces at z = 0, h, we claim that

these results apply in general. That is, for a case like that in Fig. 2.1(b), ZR(k)

(which for the simple model is given by Eq. (2.24)) can be replaced by the radia-

tion impedance for the problem with the same geometry. It is important to note

that, while RR(k) is nonuniversal (i.e., depends on the specific coupling geometry,

such as that in Fig. 2.1(b)), it is sometimes possible to independently calculate

it, and it is also a quantity that can be directly measured (e.g., absorber can be

placed adjacent to the lateral walls). In the next chapter, we will use the radiation

impedance to normalize the cavity impedance yielding a universal distribution

for the impedance of a chaotic cavity.
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Chapter 3

Impedance Statistics: One Port Lossless Case

3.1 Introduction

In the lossless case, the impedance of the cavity Z in Eq. (2.22) is a purely

imaginary number and S, the reflection coefficient, is a complex number with

unit modulus. Terms in the summation of Eq. (2.22) for which k2 is close to k2
n

will give rise to large fluctuations in Z as either k2 is varied or as one considers

different realizations of the random numbers. The terms for which k2 is far from

k2
n will contribute to a mean value of Z. Accordingly, we write

Z = Z̄ + Z̃, (3.1)

where Z̄, the mean value of Z, is written as

Z̄ = − j

π

∑

n

∆E{RR(k2
n)

k2 − k2
n

}, (3.2)

and we have used the fact that the w2
n are independent with E{w2

n} = 1. If we

approximate the summation in Eq. (3.2) by an integral, noting that ∆ is the

mean spacing between eigenvalues, comparison with (2.26) yields

Z̄ = jXR(k), (3.3)
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where XR = Im[ZR] is the radiation reactance defined by Eq. (2.26). Thus,

the mean part of the fluctuating impedance of a closed cavity is equal to the

radiation reactance that would be obtained under the same coupling conditions

for an antenna radiating freely; i.e., in the absence of multiple reflections of

waves from the lateral boundaries of the cavity. The equivalent conclusion for

the radiation scattering coefficient is evident from the treatment of Brouwer [49].

We now argue that, if k2 is large enough that many terms in the sum defining

Z satisfy k2
n < k2, then the fluctuating part of the impedance Z̃ has a Lorentzian

distribution with a characteristic width RR(k). That is, we can write

Z = j(XR +RRξ), (3.4)

where ξ is a zero mean unit width Lorentzian distributed random variable, Pξ(ξ) =

[π(1 + ξ2)]−1.

Lorentzian distribution appears in the theory of nuclear scattering [50] and

arises as consequences of random matrix theory [46, 51]. That the characteristic

width scales as RR(k) follows from the fact that the fluctuating part of the im-

pedance is dominated by terms for which k2
n ≃ k2. The size of the contribution

of a term in the sum in Eq. (2.22) decreases as |k2 − k2
n| in the denominator

increases. The many terms with large values of |k2 − k2
n| contribute mainly to

the mean part of the reactance with the fluctuations in these terms cancelling

one another due to the large number of such terms. The contributions to the

mean part from the relatively fewer terms with small values of |k2 − k2
n| tend to

cancel due to the sign change of the denominator while their contribution to the

fluctuating part of the reactance is significant since there are a smaller number of

these terms. Consequently, when considering impedance fluctuations, it suffices

to treat RR(kn) as a constant in the summation in Eq. (2.22) and factor it out.
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This results in a sum that is independent of coupling geometry and is therefore

expected to have a universal distribution.

3.2 Numerical Results for a Model Normalized

Impedance

To test the arguments above, we consider a model normalized cavity reactance

ξ = X/RR and also introduce a normalized wavenumber k̃2 = k2/∆ = k2A/4π.

In terms of this normalized wavenumber, the average of the eigenvalue spacing

[average of (k̃2
n+1 − k̃2

n)] is unity. Our model normalized reactance is

ξ = − 1

π

N
∑

n=1

w2
n

k̃2 − k̃2
n

, (3.5)

where the wn are independent Gaussian random variables, k̃2
n are chosen according

to various distributions, and we have set RR(kn) to a constant value for n ≤ N

and RR(kn) = 0 for n > N . The fluctuating part of jξ given by Eq. (3.5) mimics

the fluctuating part of the impedance Z in the case in which RR(kn) has a sharp

cut-off for eigenmodes with n > N . In terms of ξ, Eq. (3.4) becomes

Pξ(ξ) =
1

π

1

[(ξ̃ − ξ̄)2 + 1]
, (3.6)

where ξ̄ is the mean of ξ.

First we consider the hypothetical case where the collection of k̃2
n values used

in Eq. (3.5) result from N independent and uniformly distributed random choices

in the interval 0 6 k̃2
n 6 N . In contrast to Eq. (1.3), this corresponds to a Poisson

distribution of spacings P (s) = exp(−s) for large N . This case is analytically

solvable (see Appendix B) and that the mean value ξ̄ is

ξ̄ = P{− 1

π

∫ N

0

dk̃2
n

k̃2 − k̃2
n

} =
1

π
ln|N − k̃2

k̃2
|, (3.7)
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and, furthermore, that ξ has a Lorentzian distribution.

Our next step is to numerically determine the probability distribution function

for ξ given by (3.5) in the case where the spacing distribution corresponds to

the TRS case described by Eq. (3). We generated 106 realizations of the sum in

Eq. (3.5). For each realization we randomly generatedN = 2000 eigenvalues using

the spacing probability distribution (3), as well as N = 2000 random values of

wn chosen using a Gaussian distribution for wn with E{wn} = 0 and E{w2
n} = 1.

We first test the prediction of Eq. (3.7) by plotting the median value of ξ versus

k̃2 in Fig. 3.1(a). (We use the median rather than the mean, since, for a random

variable with a Lorentzian distribution, this quantity is more robust when a finite

sample size is considered.) Also plotted in Fig. 3.1(a) is the formula (3.7). We see

that the agreement is very good. Next we test the prediction for the fluctuations

in ξ by plotting a histogram of ξ values for the case k̃2 = N/2 in Fig. 3.1(b). From

(3.7) for k̃2 = N/2 the mean is expected to be zero, and, as can be seen in the

figure, the histogram (open circles) corresponds to a Lorentzian with zero mean

and unit width (solid line) as expected. Histograms plotted for other values of k̃2

agree with the prediction but are not shown. Thus, we find that the statistics of ξ

are the same for P (s) = exp(−s) (Poisson) and for P (s) given by Eq. (1.3). Hence

we conclude that the statistics of ξ are independent of the distribution of spacings.

This is further supported by Fig. 3.1(c) where the histogram of ξ for k̃2 = N/2

is plotted for the case in which the spacing distribution is that corresponding

to time reversal symmetry broken (TRSB) systems. (the TSRB case will be

discussed more carefully in a subsequent chapter). Again the histogram is in

excellent agreement with (3.6). This implies that, for the lossless case, with a

single input transmission line to the cavity, the impedance statistics are not so
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sensitive to the spacing distributions, as long as they have the same mean value.

In principle, one can also incorporate additional eigenvalue correlation from

random matrix theory in the statistics generating the k2
n in Eq. (3.5).(and when

losses are considered, this is necessary.) We note that the mean and width of the

distribution in the random matrix approach are specific to the random matrix

problem. In contrast, in our formulation, these quantities are determined by the

geometry specific port coupling to the cavity through the radiation impedance

ZR(k2
n).

3.3 HFSS Simulation Result for the Normalized

Impedance

To test our prediction for the distribution function of the normalized impedance,

we have computed the impedance for the cavity in Fig. 2.1(a) for the coupling

shown in Fig. 2.1(b) using the commercially available program HFSS (High Fre-

quency Structure Simulator [52]). To create different realizations of the configu-

ration, we placed a small metallic cylinder of radius 0.6 cm and height h at 100

different points inside the cavity. In addition, for each location of the cylinder, we

swept the frequency through a 2.0 GHz range (about 100 modes) from 6.75GHz to

8.75GHz in 4000 steps of width 5× 10−4 GHz. We generated 100,000 impedance

values. In addition, to obtain the radiation impedance, we also used HFSS to

simulate the case with radiation boundary conditions assigned to the sidewalls

of the cavity. We find that the average value of the cavity reactance (which we

predict to be the radiation reactance) has large systematic fluctuations. This is
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Figure 3.1: (a) Median of ξ versus k̃2/N , compared with Eq. (3.7). (b)

Histogram of ξ (solid dots) in the TRS case compared with a standard

Lorentzian (c) Same as (b) but for the TRSB case.
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Figure 3.2: Median cavity reactance averaged over 100 realization vs.

frequencies ranged from 6.75GHz to 8.75GHz, compared with the cor-

responding radiation reactance Im[ZR(ω)].

illustrated in Fig. 3.2 where we plot the median cavity reactance versus frequency.

Here the median is taken with respect to the 100 locations of the perturbing disc.

Also shown in Fig. 3.2 is the radiation reactance XR(ω) = Im[ZR(ω)].

As can be seen the radiation reactance varies only slightly over the plotted

frequency range, whereas the median cavity reactance has large frequency de-

pendent fluctuations about this value. On the other hand, we note that over the

range 6.75-8.75 GHz, the average radiation reactance is 40.4 Ω and the average

of the median cavity reactance is 42.3Ω. Thus over this frequency band, there is

good agreement. The scale of the fluctuations in cavity reactance is on the order
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of 0.2GHz, which is much larger than the average spacing between cavity reso-

nances which is only 0.016GHz. Thus, these fluctuations are not associated with

individual resonances. Rather, the frequency scale of 0.2GHz suggests that they

are multipath interference effects (L ∼ 100cm), which survive in the presence of

the moveable conducting disc. One possibility is that the fluctuations are the

result of scars [37] and this will be investigated in the future. The implication of

Fig. 3.2 is that to obtain good agreement with the theory predicting a Lorentzian

distribution, it may be necessary to average over a sufficiently large frequency

interval.

To test the Lorentzian prediction we normalize the cavity impedance using

the radiation impedance as in Eq. (3.3) and Eq. (3.4), the normalized impedance

values, ξ = {Im[Z(k)] − XR(k)]}/RR(k), are computed, and the resulting his-

togram approximations to P (ξ) is obtained. Fig. 3.3(a) shows the result for the

case where we have used data in the frequency range 6.75GHz to 8.75GHz (the

range plotted in Fig. 3.2). The histogram points are shown as dots, and the theo-

retical unit width Lorentzian is shown as a solid curve. Good agreement between

the predicted Lorentzian and the data is seen. Figures 3.3 (b)-(e) show similar

plots obtained for smaller frequency range of width 0.5GHz: (b) 6.75 - 7.25 GHz,

(c) 7.25 - 7.75GHz, (d) 7.75 - 8.25 GHz, (e) 8.25 - 8.75 GHz. For these narrow

frequency ranges, we see that Figs. 3.3(b) and 3.3(c) show good agreement with

(3.6), while, on the other hand, Figs. 3.3(d) and 3.3(e) exhibit some differences.

These are possibly associated with the variances in the median cavity reactance

shown in Fig. 3.2 as the agreement with the Lorentzian prediction improves when

averaging over a large range of frequencies.
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Figure 3.3: Histogram approximation to Pξ(ξ) from numerical data

calculated using HFSS in different frequency ranges. (a) 6.75 - 8.75

GHz, (b) 6.75 - 7.25 GHz, (c) 7.25 - 7.75GHz, (d) 7.75 - 8.25 GHz, (e)
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Figure 3.4: Schematic description of the two port extension

3.4 Variation in Coupling

In this section, we bolster our arguments connecting the radiation impedance

and the normalization of the cavity impedance by showing that the relation is

preserved when the details of the coupling port are modified. Let us consider a

one-port coupling case in which the actual coupling is equivalent to the cascade

of a lossless two port and a “pre-impedance” Z seen at terminal 2, as illustrated

in Fig. 3.4.

The impedance Z at terminal 2 then transforms to a new impedance Z ′ at

terminal 1 of the two port according to

Z ′ = jX̂11 +
X̂12X̂21

jX̂22 + Z
, (3.8)

where jX̂ij is now the purely imaginary 2 by 2 impedance matrix of the lossless

two-port. We now ask how Z transforms to Z ′ when (a) Z is the complex im-

pedance ZR corresponding to the radiation impedance into the cavity (i.e. the

cavity boundaries are extended to infinity) and (b) Z = jX is an imaginary im-

pedance corresponding to a lossless cavity, where X has a mean X̄ and Lorentzian

distributed fluctuation X̃.

First considering case (a) the complex cavity impedance ZR = RR + jXR
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transforms to a complex impedance Z ′
R = R′

R + jX ′
R where

R′
R = RR

X̂12X̂21

R2
R + (X̂22 +XR)2

, (3.9)

and

X ′
R = X̂11 − (X̂22 +XR)

X̂12X̂21

R2
R + (X̂22 +XR)2

. (3.10)

In case (b) we consider the transformation of the random variable X to a new

random variable X ′ according to X ′ = X̂11 + X̂12X̂21/(X̂22 +X). One can show

that if X is Lorentzian distributed with mean XR and width RR then X ′ will

be Lorentzian distributed with mean X ′
R and the width R′

R. Thus, the relation

between the radiation impedance and the fluctuating cavity impedance is pre-

served by the lossless two port. Accordingly, we reassert that this relation holds

in general for coupling structures whose properties are not affected by the dis-

tant walls of the cavity. A treatment similar to that above has also been given

by Brouwer [49] in the context of scattering with a scattering matrix description

of the connection between terminal 1 and 2.

We now summarize the main ideas of this chapter. The normalized impedance

of a lossless chaotic cavity with time-reversal symmetry has a universal distrib-

ution which is a Lorentzian. The width of the Lorentzian and the mean value

of the impedance can be obtained by measuring the corresponding radiation im-

pedance under the same coupling conditions [54]. The physical interpretation

of this correspondence is as follows. In the radiation impedance, the imaginary

part is determined by the near field, which is independent of cavity boundaries.

On the other hand, the real part of the radiation impedance is related to the

far field. In a closed, lossless cavity, the real part of the impedance vanishes.

However, waves that are radiated into the cavity are reflected from the bound-
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aries eventually returning to the port and giving rise to fluctuation in the cavity

reactance.
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Chapter 4

Generalization: The Statistics of Z Matrices

In the previous two chapters, we restricted our considerations to discussion of the

simplest case, that of a one-port, time-reversal symmetric, lossless cavity. In this

chapter, we will generalize our model to describe the impedance matrix in more

complicated situations. The implications of our theory for scattering matrices

are discussed in chapter 5.

4.1 Lossless Multiport Case with Time Reversal

Symmetry

Following the one-port discussion in previous chapter, we consider a quasi-two

dimensional cavity in which only the lowest order transverse magnetic modes are

excited. The fields in the cavity are determined by the spatially dependent phasor

amplitude of the voltage V̂T (x, y). In contrast to Eq. (2.13), the voltage in the

multi-port case is excited by currents Îi driving at the various coupling ports,

(∇2
⊥ + k2)V̂T = −jkhη0

M
∑

i=1

uiÎi. (4.1)
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Here k = ω/c, η0 =
√

µ0/ǫ0, h is the height of the cavity and an exponential

time dependence exp(jωt) has been assumed for all time dependent quantities.

Each of the M ports is characterized by a profile function ui centered at different

locations and
∫

dxdyui = 1. The phasor voltage at each port can be calculated as

before, V̂i =
∫

dxdyuiV̂T ≡< uiV̂T > and is linearly related to the phasor currents

Îj through the impedance matrix, V̂i =
∑

j Zij Îj.

To obtain an expression for the matrix Z, we expand V̂T as before in the basis

φn, the eigenfunctions of the closed cavity [55]. The result is

Z = −jkhη0

∑

n

ΦnΦ
T
n

k2 − k2
n

, (4.2)

where the vector Φn is [〈u1φn〉, 〈u2φn〉,...,〈uMφn〉]T . Using the random eigenfunc-

tion hypothesis, we write φn as a superposition of random plane waves. Thus

the elements of the M -dimensional vector Φn will be Gaussian random variables

with zero mean. Elements of Φn with different values of n corresponding to dif-

ferent eigenfunctions will be independent. However, for a given eigenfunction the

elements of Φn may be correlated. This will be true, particularly, if two ports

are close together, because the random superposition of plane waves leads to an

autocorrelation function J0(kδr) at two positions separated by δr [56]. To treat

correlations we write

Φn = L(kn)wn, (4.3)

where L is a non-random, as yet unspecified, M ×M matrix that depends on

the specific coupling geometry at the ports and may depend smoothly on kn,

and wn is an M -dimensional Gaussian random vector with zero mean and co-

variance matrix equal to the M ×M identity matrix. That is we require that

the components of the random vector wn are statistically independent of each
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other, each with unit variance. Correlations between ports are described by the

off-diagonal components of L. The idea behind (4.3) is that the excitation of the

ports by an eigenmode will depend on the port geometry and on the structure of

the eigenmode in the vicinity of the ports. The dependence on the specific port

geometry is not sensitive to small changes in the frequency or cavity configuration

and is embodied in the matrix quantity L(k). The structure of the eigenmode in

the vicinity of the ports, however, is very sensitive to the frequency and cavity

configuration, and this motivates the statistical treatment via the random plane

wave hypothesis. From the random plane wave hypothesis, the excitation of the

port from a given plane wave component is random, and, since many such waves

are superposed, by the central limit theorem, the port excitation is a Gaussian

random variable, as reflected by the vector wn. In the previous chapter, we have

derived a result equivalent to (4.3) for the case of a one-port with a specific model

of the excitation at the port (namely, a vertical source current density Iu(x, y)ẑ

between the plates). Our derivation here will be more general in that it does not

depend on a specific excitation or on the two-dimensional cavity configuration

used in the previous chapter. Thus this derivation applies, for example, to three

dimensional cavities, and arbitrary port geometries. From (4.2) and (4.3) we have

for the Z matrix

Z = −jkhη0

∑

n

L(kn)wnw
T
nL

T (kn)

k2 − k2
n

. (4.4)

We now take the continuum limit of (4.4) and average over wn,

〈Z〉 = −j
∫ ∞

0

khη0L(k′)
〈wnwTn 〉
k2 − (k′)2

LT (k′)
dk′2

∆
, (4.5)

where ∆ is the averaged spacing in k2
n values. We note that the continuum

limit is approached as the size of the cavity is made larger and larger, thus

making the resonance spacing (k2
n+1 − k2

n) approach zero. Thus, the continuum
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limit corresponds to moving the lateral walls of the cavity to infinity. Using our

previous one-port argument as a guide, we anticipate that, if the pole in Eq. (4.5)

at k′2 = k2 is interpreted in the causal sense (corresponding to outgoing waves

in the case with the walls removed to infinity), then 〈Z〉 in (4.5) is the radiation

impedance matrix,

〈Z〉 = ZR(k) = R̂R(k) + jX̂R(k), (4.6)

where V̂ = ZR(k)Î with V̂ the M -dimensional vector of port voltages correspond-

ing to the M -dimensional vector of port currents Î, in the case where the lateral

walls have been removed to infinity. With the above interpretation of the pole,

the real part of Eq. (4.5) yields

R̂R(k) = πkhη0L(k)LT (k)/∆. (4.7)

Thus, Eq. (4.2) becomes

Z = − j

π

∑

n

∆
R̂

1/2
R (kn)wnw

T
n R̂

1/2
R (kn)

k2 − k2
n

, (4.8)

where 〈wnwTn 〉 = 1M . (Note that the formula for ∆ is different in two and three

dimensions.) In the case of transmission line inputs that are far apart, e.g., of

the order of the cavity size, then the off-diagonal elements of ZR are small and

can be neglected. On the other hand, this will not be the case if some of the

transmission line inputs are separated from each other by a short distance of the

order of a wavelength. Similarly, if there is a waveguide input to the cavity where

the waveguide has multiple propagating modes, then there will be components of

V̂ and Î for each of these modes, and the corresponding off-diagonal elements of

ZR for coupling between these modes will not be small.

For the remainder of this chapter, we will assume identical transmission line

inputs that are far enough apart that we may neglect the off-diagonal elements of
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ZR. As before, we will take the eigenvalues k2
n to have a distribution generated by

Random Matrix Theory. Because the elements of Z depend on the eigenvalues k2
n,

there will be correlations among the elements. In the lossless case the elements

of the Z matrix are imaginary, Z = jX, where X is a real symmetric matrix.

Consequently X has real eigenvalues. We will show in the next section that the

distribution for individual eigenvalues of X is Lorentzian with mean and width

determined by the corresponding radiation impedance.

4.2 Effects of Time-Reversal Symmetry Break-

ing (TRSB)

In the time-reversal symmetric system, the eigenfunctions of the cavity are real

and correspond to superpositions of plane waves with equal amplitude waves

propagating in opposite directions (2.17). If a non-reciprocal element (such as a

magnetized ferrite) is added to the cavity, then time reversal symmetry is broken

(TRSB). As a consequence, the eigenfunctions become complex. Eq. (2.17) is

modified by removal of the operation of taking the real part, and the 〈uφn〉 in

Eq. (2.22) also become complex. In practice, there exists a crossover regime for

the transition from situations where time reversal symmetry applies to those it

is fully-broken. An interested reader might refer to situations where discussion

in Ref. [36] and the references therein. However, in this chapter, we will discuss

only the case when time-reversal symmetry is fully broken. In this case we find

〈uℓφn〉 = [∆R̂R(kn)]
1/2wℓn (4.9)

where wℓn = (w
(r)
ℓn + jw

(i)
ℓn )/

√
2 and w

(r)
ℓn and w

(i)
ℓn are real, independent Gaussian

random variables with zero mean and unit variance. The extra factor of
√

2
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accounts for the change in the normalization factor in Eq. (2.17), required when

the eigenfunctions become complex. Further, transpose wTn , in Eq. (4.8) is now

replaced by the conjugate transpose w†
n.

A further consequence of TRSB is that the distribution of eigenvalues is

changed. The main difference is the behavior of P (s) for small s. In particu-

lar, the probability of small spacings in a TRSB system (P (s) ∼ s2) is less than

than of a TRS system (P (s) ∼ s).

For the sake of simplicity, we will assume all the transmission lines feeding

the cavity ports are identical, and have the same radiation impedance, ZR =

R̂R+jX̂R = (RR+jXR)1M , where RR and XR are real scalars. Analogous to the

one port case, we can define a model normalized reactance matrix ξij = Xij/RR

for the case RR(kn) constant for n ≤ N and RR(kn) = 0 for n > N ,

ξij = − 1

π

N
∑

n=1

winw
∗
jn

k̃2 − k̃2
n

, (4.10)

where k̃2 = k2/∆, wℓn = (w
(r)
ℓn + jw

(i)
ℓn )/

√
2, w

(r)
ℓn and w

(i)
ℓn are real, independent

Gaussian random variables with zero mean and unit variance, E(w∗
inwjn) = δij.

Note that a unitary transformation, ξ′ = UξU †, returns (4.10) with win and wjn

replaced by w′
in and w′

jn where w′
n = Uwn. Since a unitary transformation does

not change the covariance matrix, E(winw
∗
jn) = E(w′

inw
′∗
jn) = δij, the statistics of

ξ and of ξ′ are the same; i.e., their statistical properties are invariant to unitary

transformations.

The universal fluctuation properties of the Z matrix can be described by

the model matrix ξij specified in Eq. (4.10). In the TRS case the wjn are real

Gaussian random variables with zero mean and unit width and the spacings

satisfy Eq. (1.3). In the TRSB case the wjn are complex and the spacings between

adjacent k2
n satisfy Eq. (1.4).
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4.2.1 Eigenvalue Correlations for the Impedance Matrix

In the case under consideration of multiple identical ports, ξij will have a diagonal

mean part ξ̄δij for which all the diagonal values are equal. The eigenfunctions of

ξij = ξ̄δij + ξ̃ij and of its fluctuating part ξ̃ij will thus be the same. Consequently,

we focus on the eigenvalues of the fluctuating part.

We initially restrict our considerations to the two-port case. We recall that

for the lossless one-port case there is no difference in the statistics of the normal-

ized impedance ξ for the TRS and TRSB cases. In both cases , it is Lorentzian

with unit width. In the lossless two-port case, however, essential differences are

observed when time reversal is broken. Using (4.10), we generate 106 realizations

of the 2 by 2 matrix ξ in both the TRS and TRSB cases, again for N = 2000 and

k2 = 1000. In this test we generated spectra based on an independent spacings.

For each realization we compute the eigenvalues of the ξ matrix. We find that

in both the TRS and TRSB cases the eigenvalues of the ξ-matrix are Lorentzian

distributed with unit width. That is, histograms of the eigenvalues generated

according to the TRS and TRSB prescriptions are identical. However, if we con-

sider the joint probability density function (PDF) of the two eigenvalues for each

realization, then differences between the TRS and TRSB cases emerge. We map

the two eigenvalues ξi, i = 1 or 2, into the range [π/2, π/2] via the transformation

θi = arctan(ξi). Scatter plots of θ2 and θ1 for 106 random numerical realizations

of the ξ matrix are shown in Fig. 4.1(a) for the TRS case and in Fig. 4.1(b) for the

TRSB case. The white diagonal band in both cases shows that the eigenvalues

avoid each other (i.e., they are anti-correlated). This avoidance is greater in the
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TRSB case than in the TRS case. The correlation,

corr(θ1, θ2) ≡
〈θ1θ2〉 − 〈θ1〉〈θ2〉

√

〈θ2
1〉〈θ2

2〉
, (4.11)

is numerically determined to be -0.216 for the TRS case and -0.304 for the TRSB

case.

From the construction of the ξ matrices for the TRS and TRSB cases their sta-

tistical properties are invariant under orthogonal and unitary transformations, re-

spectively. Random matrix theory has been used to study these rotation-invariant

ensembles and predicts the joint density function of θ1 and θ2 [46, 53] to be,

Pβ(θ1, θ2) ∝ |ej2θ1 − ej2θ2|β, (4.12)

where β = 1 for the TRS case and β = 2 for the TRSB case. Note that based

on Eq. (4.12), the probability density function for one of the angles P (θ1) =
∫

dθ2P (θ1, θ2) is uniform. From the definition θ = arctan ξ, this is equivalent to

the eigenvalues of the ξ matrix having Lorentzian distributions.

The correlation coefficients calculated from the numerical results in Figs. 4.1(a)

and 4.1(b) are consistent with the predictions of the random matrix theory from

Eq. (4.12). This implies that the distribution of spacings and the long range

correlations in the eigenvalues of the random matrix, which are ignored in the

construction of the k2
n in the above computation are not important in describing

the statistics of lossless impedance matrices. These correlations could be included

using a sequence of k2
n generated by the eigenvalues of a random matrix. (We

note that [54], lossy cavities yield statistics that are different in the TRS and

TRSB cases.)

Now we test these predictions for numerical simulations of the chaotic cavity

considered in the last chapter. We use the HFSS software to calculate the cavity
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Figure 4.1: (a) Scatter plot of θ1 vs θ2, in the TRS case. (b) Scatter

plot of θ1 vs θ2 in the TRSB case.(c) Scatter plot of θ1 vs θ2 from the

HFSS simulation, with 100 realizations and sweeping frequency from

6.75GHz to 8.75GHz.
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impedance matrix and radiation impedance matrix for a 2-port case. We locate

the two ports, at the positions (x, y)=(14cm, 7cm) and (x, y)=(27cm, 13.5cm).

We also include the 0.6 cm cylindrical perturbation which is located alternately

at 100 random points in the cavity, and we numerically calculate the impedance

matrix for 4000 frequencies in the range 6.75GHz to 8.75GHz. We obtain a

normalized Z matrix, which is analogous to the ξ matrix defined in Eq. (4.10)

according to

ξhfss = R−1
R (Im[Zcav] − 12XR), (4.13)

where 12 is the 2 by 2 identity matrix, Zcav is the 2 by 2 impedance matrix

calculated by HFSS, andXR and RR are the radiation reactance and resistance for

a single port. For each realization of ξhfss we calculate its eigenvalues ξi = tan θi,

i = 1, 2, and plot the values on the θ1 vs. θ2 plane, as shown in Fig. 4.1(c). The

anti-correlation of the angles is seen in the figure, and corr(θ1, θ2) from (4.11) is

-0.205, which is comparable with what we expect for the TRS case, -0.216.

4.2.2 Independence of Eigenvalues and Eigenvectors of Z

Matrix

So far we have focused on the eigenvalues of the impedance matrix. The eigen-

vectors of Z are best described in terms of the orthogonal matrix whose columns

are the orthogonal eigenfunctions of Z. Specially, in the TRS case, since ξ is real

and symmetric,

ξ = O







tan θ1 0

0 tan θ2






OT , (4.14)
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where OT is the transpose of O, and O is an orthogonal matrix, which we express

in the form

O =







cos η sin η

− sin η cos η






. (4.15)

A scatter plot representing the joint pdf of the angle η and one of the eigenvalue

angles θ1 is shown in Fig. 4.2(a1). In analogy to how we obtain the realizations

used in Fig. 3.1 in chapter 3, this plot is obtained by inserting random choices

for the k2
n and win in (4.10). Notice that we have restricted η in Fig. 4.2(a1) to

the range 0 ≤ η ≤ π/2. This can be justified as follows. The columns of the

matrix O in (4.15) are the eigenvectors of ξ. We can always define an eigenvector

such that the diagonal components of O are real and positive. Further, since

the eigenvectors are orthogonal, one of them will have a negative ratio for its two

components. We pick this one to be the first column and hence this defines which

of the two eigenvalues is θ1. The scatter plots in Fig. 4.1 show that the restriction

on η maintains the symmetry of θ1 and θ2, vis. Pβ(θ1, θ2) = Pβ(θ2, θ1). Also in

the Fig. 4.2(a2) (and (a3)), we plot the conditional distribution of θ (and η) for

different values of η (and θ). As can be seen, these plots are consistent with η

and θ being independent. This is also a feature of the random matrix model [22].

This independence will be exploited later when the S matrix is considered.

For TRSB systems, the ξ matrix is Hermitian ξT = ξ∗. A unitary matrix of

eigenvectors that diagonalized it can be parameterized as

U =







cos η sin ηeiζ

− sin ηe−iζ cos η






(4.16)

Thus, there is an extra parameter ζ characterizing the complex eigenvectors of the

ξ matrix. According to random matrix theory, the eigenfunctions and eigenvalues
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Figure 4.2: Scatter plot of η vs θ for (a1) the model impedance in the

TRS case, (b1) the model impedance in the TRSB case, and (c1) from

the HFSS simulation. Plots (a2) and (a3) [(b2) and (b3), (c2) and (c3)]

show conditional probability for θ and for η for the model TRS case

[model TRSB case, the HFSS simulation].
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are independently distributed, i.e. η in the U matrix should be independent of

θ1, θ2. This expectation is confirmed in Fig. 4.2(b) where a scatter plot of θ1 vs

η and conditional distributions of θ and of η are shown.

Again, we test the independence of θ and η with HFSS calculations. Using

the ξhfss matrix obtained from Eq. (4.13), the angles θ and η can be recovered

from the eigenvalues and the eigenvectors of the ξhfss. With the ensemble gener-

ated by sweeping the frequency from 6.75-8.75GHz and considering 100 different

locations of our cylindrical perturbers, we obtain the joint distribution of θ and

η in Fig. 4.2(c1) as well as their individual distributions in Fig. 4.2(c2) and (c3).

Here we see that the distributions are qualitatively similar to those of the model

impedance matrix in the TRS case. However, there are significant departures

which need to be investigated. It is likely that these are the result of the same

strong multi-path interference which gave rise to the reactance variations in the

one port case shown in figure 3.2.

4.3 Effects of Distributed Loss

We now consider the effect of distributed losses in the cavity. By distributed

losses, we mean losses that affect all modes in a frequency band almost equally.

This is in contrast with the dissipation caused by the channels, which usually

has significant modal fluctuations [62]. For example, wall losses and losses from

a lossy dielectric that fills the cavity are considered distributed. For the case

of losses due to conducting walls, the losses are approximately proportional to

the surface resistivity, ∼
√
f , and vary little in a frequency range ∆f ≪ f . In

addition, there will also be variation of wall losses from mode to mode due to

different eigenmode structural details. These modal fluctuations, however, are
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small when the modes are chaotic and the wavelength is short. We use the

random coupling model to construct a complex cavity impedance accounting for

distributed losses in a manner analogous to the lossless case, Eq. (2.22),

Z = − j

π

∑

n

∆
RR(kn)w

2
n

k2(1 − jσ) − k2
n

, (4.17)

where σ represents the effect of losses. In particular, for loss due to wall ab-

sorption in a two-dimensional cavity, the value of σ is equal to the ratio of the

skin depth of the conductor to the height of the cavity; if the cavity contains a

lossy dielectric, σ is the loss tangent of the dielectric. The cavity quality factor

is related to σ by σ = Q−1, and Q is defined the same as Qunloaded in [62], i.e.,

we obtain the Q excluding the dissipation through the channels. This follows by

noting that the real part of Z will have a Lorentzian dependence on frequency

(ω = kc) peaking at ω = knc with a full width at half maximum of ωσ.

The impedance Z will have a real part and an imaginary part. We expect

that, if k2σ ≪ ∆, corresponding to small losses, then the real part will be zero and

the imaginary part will have an approximately Lorentzian distribution. As losses

increases such that k2σ ∼ ∆ (the imaginary part of the denominators in (4.17)

is of the order of eigenvalue spacing), the distributions of the real and imaginary

part will change, reflecting that extremely large values of |Z| are no longer likely.

In the high loss limit, k2σ ≫ ∆, many terms in the sum contribute to the value

of Z. In this case, we expect Z will approach the radiation impedance with small

(Gaussian) fluctuations.

In the Appendix C we evaluate the mean and variance of the real and imagi-

nary part of the complex impedance (4.17) Z = R+ jX. There it is shown that

the mean is the radiation impedance ZR = RR + jXR, and the variances of the

real and imaginary parts are equal V ar[R] = V ar[X]. In general, the distribution
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of R and X depends on the correlations between eigenvalues of k2
n. However, in

the low damping limit, the correlations are unimportant and we obtain

V ar[R] =
3R2

R

2π

∆

k2σ
(4.18)

for both the TRS and the TRSB cases. In the high damping limit k2σ ≫ ∆,

correlations are important and we obtain

V ar[R] =
R2
R

π

∆

k2σ
for the TRS case

V ar[R] =
R2
R

2π

∆

k2σ
for the TRSB case.

(4.19)

This is to be contrasted with the result one would obtain if correlations in the

eigenvalue spacing were neglected; i.e., if the kn were assumed to be generated

by adding independent spacings generated from the distributions (1.3) and (1.4).

In that case, using the method in the Appendix C one obtains

V ar[R] =
R2
R

π

∆

k2σ
(
1

2
+

2

π
) for the TRS case

V ar[R] =
R2
R

π

∆

k2σ
(
3π

16
) for the TRSB case.

(4.20)

These results are larger than those in Eq. (4.19) by 13.7% in the TRS case and

17.8% in the TRSB case, thus illustrating the necessity of generating the k2
n using

random matrix theory if accurate results are desired in the lossy case k2σ > ∆.

In a recent experimental paper [57] the impedance statistics of a lossy TRS

one-port microwave cavity were also considered. Their result is the same as

(4.17). One difference is that they generate the realizations of k2
n solely by use of

Eq. (1.3) with the assumption that the eigenvalue spacings are random indepen-

dent variables.

We now investigate a model, normalized impedance, applicable in the one-port

case with loss, which is the generalization of Eq. (3.5),

ζ(σ) = − j

π

N
∑

n=1

w2
n

k̃2(1 − jσ) − k̃2
n

. (4.21)
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The normalized impedance ζ will have a real part ρ > 0 and an imaginary part ξ,

ζ = ρ+ jξ. We expect that if k̃2σ ≪ 1, corresponding to small loss, then ρ ∼= 0,

and ξ will have an approximately Lorentzian distribution.

In analogy to Eq. (3.4) we write for the cavity impedance as Eq. (4.22)

Z = jXR +RRζ, (4.22)

and we use (4.21) to generate probability distribution functions for the real and

imaginary part of ζ = ρ + jξ. We first generate N values of wn as indepen-

dent Gaussian random variables of unit width (for this purpose we use a suitable

random number generator). We next generate N values of the normalized eigen-

values k̃2
n. To do this we have utilized two methods: (i) an approximate method

based on Eq. (1.3) (for the TRS case) or Eq. (1.4) (for the TRSB case), and (ii)

a method based on random matrix theory. We pick the value of k2 relative to

the spectrum k2
n such that the median of ξ is zero.

For method (i) we independently generateN values of sn using the distribution

(1.3) or (1.4). We then obtain k̃2
n as k̃2

n =
∑n

n′=1 sn′ . The main assumption of

this method is that the spacings sn can be usefully approximated as uncorrelated.

On the other hand, it is known from random matrix theory that the spacings are

correlated over long distance (in n), and the thus the assumption of method (i)

is questionable (compare (46) and (47)). This motivates our implementation of

method (ii) (See also [63]).

To implement method (ii) we generate an M ×M random matrix with M

large (M=1000) drawn from the appropriate ensemble (GOE or GUE) again

using a random number generator. The width of the diagonal elements is taken

to be unity. We then numerically determine the eigenvalues. The average spacing

between eigenvalues of random matrices is not uniform. Rather, in the limit of
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Figure 4.3: (a) Histogram of the imaginary part of ζ(σ) with different

values of the damping obtained with method (ii); (b) Histogram of

the real part of ζ(σ) with different damping obtained with method

(ii). (c) and (d) are histograms of the reactance and resistance from

HFSS calculation with a lossy top and bottom plate, compared with

histograms from Eq. (4.21) computed as in (a) and (b) (dashed line)

and by method (i) (solid line).
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large M , the eigenvalues λ are distributed in the range −
√

2M < λ <
√

2M , and

the average spacing for eigenvalues near an eigenvalue λ is given by

∆(λ) = π/
√

2M − λ2 (4.23)

in both the TRS and TRSB cases. In order to generate a sequence of eigenvalues

with approximately uniform spacing we select out the middle 200 levels. We then

normalize the eigenvalues by multiplying 1/∆(0) to create a sequence of k̃2
n values

with average spacing of unity.

Histogram approximations to the GOE probability distributions of Re[ζ] and

Im[ζ] obtained by use of (4.21) and method (ii) are shown in Figs. 7(a) and 7(b).

These were obtained using 30,000 random GOE matrix realizations of 1000 by

1000 matrices and selecting the middle 200 eigenvalues of each realization. The

resulting graphs are shown for a range of damping values, k̃2σ=0.01, 0.1, 0.5,

1, 5 and 10. As seen in Fig. 4.3(a), when k̃2σ is increased, the distribution of

ξ values becomes “squeezed”. Namely, the Lorentzian tail disappears and the

fluctuations in ξ decrease. Eventually, when σ enters the regime, 1 ≪ k̃2σ ≪

N , the probability distribution function of ξ(σ) approaches a narrow Gaussian

distribution centered at ξ = 0 (recall that ξ̄ = 0). As shown in Fig. 4.3(b), as σ

increases from zero, the distribution of the real part of ζ(σ) which, for σ = 0, is

a delta function at zero, expands and shifts toward 1, becoming peaked around

1. In the very high damping case, both the real part and imaginary parts of

ζ, ρ and ξ, will be Gaussian distributed with the mean value equal to 1 and 0

respectively, and the same variance inversely proportional to the loss (as shown

in the Appendix C). As a consequence, the reflection coefficient |S|2 in the high

damping limit, is exponentially distributed. This result is consistent with the

theoretical discussion given by [63].
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In general, the complex impedance distribution is not described using simple

distributions such as Gaussian or Lorentzian. The distribution of the real part

of the impedance has been studied in connection with the theory of mesoscopic

systems and known as the “local density of states”(LDOS). Through the su-

persymmetry approach, Efetov obtained the probability density function for the

LDOS in systems without time reversal symmetry[65]. For chaotic systems with

time reversal symmetry, the corresponding exact formula was derived in the form

of a multiple integral [66]. However the difficulty to carry out the five-fold inte-

gral makes it hard to interpret the formulas in Ref. [66]. Very recently, Fyodorov

and Savin have proposed interpolation formulas for the impedance distributions

at arbitrary values of damping parameter [67]. The suggested formulas satisfy all

the asymptotic behaviors in the physically interesting limiting cases, e.g. weak

damping or very strong damping cases. Furthermore, these formulas seem to

agree pretty well with the results of the numerical simulations, though the agree-

ment in the intermediate damping case is not as good as in the limiting cases.

Here we still use the histograms generated from the Monte-Carlo simulations as

a comparison to the HFSS data, however, we believe the formula presented by

Fyodorov and Savin would be very helpful for most practical purposes of com-

parison.

Using HFSS, we simulate the lossy case by specifying the material on the top

and bottom plates to be an imperfect conductor with a bulk resistivity of 70

mΩ · cm. In this case we can calculate a value of σ = δ/h = 0.002, where δ is the

skin depth at frequency of 7.75GHz (at the middle of the sweeping range) and

h = 0.2cm is the cavity height in the numerical simulation. The corresponding

parameter k̃2σ is 0.5 at 7.75GHz. Histogram results for the normalized reactance
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(ξ) and resistance (ρ) fluctuations of ζhfss = R−1
R (Zcav − jXR) = ρ + jξ are

plotted in Figs. 4.3(c) and 4.3(d) together with the histograms generated from

Eq. (4.21), and using spectra from the random matrices. As can be seen, the

histograms from the HFSS simulations match those of the model.
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Chapter 5

Statistics of the Scattering Matrix

5.1 Introduction

The universal distribution of chaotic scattering matrices can be described by

Dyson’s circular ensemble [22, 53]. However, the circular ensemble cannot be

directly compared with experimental data because it applies only in the case

of ‘ideal coupling’ (which we define subsequently), while in experiments there

are there are non-ideal, system-specific effects due to the particular means of

coupling between the scattering system (e.g, a microwave cavity) and the outside

world. This non-universality of the raw experimental scattering data has long

been appreciated and addressed in theoretical work [49, 58, 59]. Of particular

note is the work of Mello, Peveyra and Seligman (MPS) which introduces the

distribution known as the Poisson kernel, where a mean scattering matrix 〈S〉 is

used to parameterize the non-ideal coupling. To apply this theory to a practical

case it is typically necessary to specify a procedure for determining a measured

estimate of 〈S〉 [60, 61], which usually is through an averaging over a number of

configurations and over a suitable frequency range.

Note that the quantity 〈S〉 in the MPS theory describes direct(or prompt)
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process [49, 63] that depend only on the local geometry of the coupling ports,

as opposed to complicated chaotic processes resulting from multiple reflections

far removed from the coupling port. Thus in principle, a non-statistical quantity

could be expected to characterize the coupling. In this chapter I pursue another

approach. Specifically we seek to characterize the coupling in a manner that is

both independent of the chaotic system and obtainable without employing aver-

ages. As discussed in the previous two chapters, a direct approach can be based

on the determination of the radiation impedance of the port ZR or equivalent SR,

the complex radiation scattering matrix, which describes prompt process at the

port and can be shown to be equal to 〈S〉 . The perfect coupling case corresponds

to SR = 0, in which all incident wave energy enters the cavity.

5.2 Reflection Coefficient in the One Port Case

5.2.1 One Port Lossless Case

In Chapter 3, we obtained a universal Lorentzian distribution for the chaotic

cavity impedance Z, after normalization by the radiation impedance, Z = j(XR+

RRξ), where ξ is a zero mean, unit width Lorentzian random variable. We now

consider the consequences for the reflection coefficient. Suppose we can realize

the perfect coupling condition, i.e. RR = Z0, XR = 0, in which the wave does not

“feel” the transition from the cable to the cavity. In this case the cavity reflection

coefficient becomes

S =
jξ − 1

jξ + 1
= exp[−j(2 tan−1 ξ + π)]. (5.1)

A standard Lorentzian distribution for ξ corresponds to a uniform distribution for

tan−1 ξ from [−π/2, π/2], and thus to a reflection coefficient uniformly distributed
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on the unit circle.

In the general case (i.e., non-perfect coupling), we introduce γR = RR/Z0,

γX = XR/Z0, and express S as

S = ejφ = (Z + Z0)
−1(Z − Z0) =

j(γRξ + γX) − 1

j(γRξ + γX) + 1
. (5.2)

We replace the Lorentzian random variable ξ by introducing another random

variable ψ via ξ = tan(ψ/2). Using this substitution, the Lorentzian distribution

of ξ translates to a distribution of ψ that is uniform in [0, 2π]. We then have

from Eq. (5.2)

ej(φ−φR) =
e−jψ

′

+ |ρR|
1 + |ρR|e−jψ′

, (5.3)

where the “free space reflection coefficient” ρR

ρR = |ρR|ejφR =
γR + jγX − 1

γR + jγX + 1
, (5.4)

is the complex reflection coefficient in the case in which the cavity impedance

is set equal to the radiation impedance (ξ̃ = −j), and ψ′ = ψ + π + φR +

2 tan−1[γX/(γR + 1)] is a shifted version of ψ. Equations for the magnitude and

phase of the free space reflection coefficient ρR can be obtained from Eq. (5.4).

Specifically,

|ρR| =

√

(γR − 1)2 + γ2
X

(γR + 1)2 + γ2
X

, (5.5)

and

tanφR =
2γX

γ2
R + γ2

X − 1
. (5.6)

Eq. (5.3) is essentially a statement of the Poisson kernel relation for a non-

perfectly coupled one port cavity.

To compute the probability distribution function for φ, Pφ(φ), we note that,

since ψ is uniformly distributed on any interval of 2π, we can just as well take
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ψ′, which differs from ψ by a constant shift, to be uniformly distributed. Conse-

quently, we have

Pφ(φ) =
1

2π
|dψ

′

dφ
|

=
1

2π

1 − |ρR|2
1 + |ρR|2 − 2|ρR| cos(φ− φR)

.

(5.7)

Thus Pφ(φ) is peaked at the angle φR corresponding to the phase angle of the free

space reflection coefficient, with a degree of peaking that depends on |ρR|, the

magnitude of the free space reflection coefficient. ‘Perfect matching’ corresponds

to γR = 1, γX = 0, and |ρR| = 0, in which case Pφ(φ) is uniform.

We next consider the case of poor matching for which |ρR| ∼= 1 and Pφ(φ)

is strongly peaked at φR. This behavior can be understood in the context of

the frequency dependence of the phase for a given realization. It follows from

(5.2) and (3.5) that the phase φ decreases by 2π as k2 increases by the spacing

between eigenvalues. If |ρR| ∼= 1, then for most of the frequencies in this interval,

the phase is near φR. However, for the small range of frequencies near a resonance,

the phase will jump by 2π as the resonance is passed. This indicates that the

mode of the cavity is poorly coupled to the transmission line. In the case of good

matching, |ρR| = 0, all phases are equally likely indicating that, as a function of

frequency, the rate of increase of phase is roughly constant. This implies that the

resonances are broad, and the cavity is well coupled to the transmission line.

In order to describe the different coupling strengths, we consider the parame-

ter g originally introduced by Fyodorov and Sommers [46] :

g =
1 + |〈ejφ〉|2
1 − |〈ejφ〉|2 . (5.8)

Evaluating 〈S〉 using Eq. (5.7),

g =
1 + |ρR|2
1 − |ρR|2

. (5.9)
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Figure 5.1: Histogram of the reflection phase distribution for an HFSS

calculation for the cavity in Fig. 2.1 with center frequencies located at

(a) 7GHz, (b) 7.5GHz, (c) 8GHz, (d) 8.5GHz, and with sweeping span

equal to 0.1GHz. Numerical data are compared with Eq. (5.7) using

parameters determined by ZR at the corresponding center frequencies.

Thus, g has a minimum value of 1 in the perfectly matched case and is large if

the matching is poor, |ρR| ∼ 1. An analogous quantity is the voltage standing

wave ratio on the transmission line when the cavity impedance is set equal to the

radiation impedance,

VSWR =
1 + |ρR|
1 − |ρR|

= g +
√

g2 − 1. (5.10)

To test Eq. (5.7), we compared its predictions for the phase distribution with

direct numerical calculations obtained using HFSS (High Frequency Structure
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Simulator) for the case of the cavity and coupling detail as specified in Fig. 3.3.

As compared to what was done for Fig. 3.3, we have narrowed the frequency range

to 0.1 GHz bands for each realization in 1000 10−4 GHz steps centered at 7 GHz,

7.5 GHz, 8 GHz, 8.5 GHz. Instead of calculating the radiation impedance for

every frequency, we use the value of ZR at the middle frequency of the interval

in calculating the values of γR and γX . We present theoretical phase density

distribution functions together with numerical histogram results in Fig. 5.1. The

agreement between the theory, Eq. (5.7), and the numerical results is surprisingly

good, especially considering the rather small (0.1GHz) frequency range used.

5.2.2 One Port Lossy Case

In Chapter 4 we noted that the variance of the real and imaginary parts of the

complex impedance are equal. There is a more fundamental connection between

these that is revealed by considering the reflection coefficient in the perfectly

matched case,

αejφ = (ζ − 1)/(ζ + 1), (5.11)

where α and φ are random variables giving the magnitude and phase of the re-

flection coefficient. It can be argued [63] that φ and α are independent and that φ

is uniformly distributed in [0, 2π], which is similar to the independence to eigen-

values and eigenvectors of impedance matrices. The magnitude α is distributed

on the interval [0, 1] with a density that depends on losses. A plot of the proba-

bility distribution for α taken from the data in Figs (4.3a) and (4.3b) is shown in

Fig 5.2, for the damping values 0.1, 0.5, 1 and 5. Recently, experimental findings

for the statistical properties of the normalized scattering coefficient (correspond-

ing to the reflection coefficient in the perfect coupling case) has been reported
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Figure 5.2: Histogram of the magnitude of reflection coefficient in the

Eq. (5.11), α(σ), with different values of the damping.

by Hemmady et al.[64]. For different coupling geometries and and degrees of

loss, the experimental data strongly support the hypothesis that the magnitude

α is statistically independent of the phase φ, and that the phase φ is uniformly

distributed in 0 to 2π.

We can express the actual complex reflection coefficient ρ in terms of the

normalized reflection coefficient by first finding the normalized impedance from

(5.11), ζ = (1 + αejφ)/(1 − αejφ) calculating the cavity impedance from (4.22),

and expressing the result in terms of the radiation reflection coefficient (5.4). The

result is

ρ =
ρR + αej(φ+∆φ)

1 + αej(φ+∆φ)ρ∗R
, (5.12)
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where tan(∆φ/2) = −XR/(RR + Z0) depends on system specific parameters.

Since the angle φ is uniformly distributed, it can be shifted by ∆φ thus eliminating

∆φ from the expression. Eq. (5.12) is then a restatement of the Poisson kernel

in the single port case.

The independence of α and φ in Eq. (5.11) also guarantees the invariance

of the distribution of cavity impedances when a lossless two port is added as in

section 3.4. In particular, the normalized cavity impedance ζ before the addition

of the two port is given by

ζ =
Z − jXR

RR

=
1 + αejφ

1 − αejφ
. (5.13)

With the addition of the lossless two port as shown in the Fig. 3.4, impedances

are transformed to Z ′, X ′
R, and R′

R such that

ζ =
Z ′ − jX ′

R

R′
R

=
1 + αej(φ−φc)

1 − αej(φ−φc)
. (5.14)

where φc = (2β + π) depends only on the properties of the two port and the

cavity coupling port and the angle β satisfies

cos β =
RR

√

R2
R + (X11 +XR)2

,

sin β =
(X11 +XR)

√

R2
R + (X11 +XR)2

.

(5.15)

Since φ is uniformly distributed, so is the difference φ − φc. Consequently, the

normalized random variables ζ and ζ ′ have identical statistical properties.

A by-product of (5.13) is that we can easily prove that its real part ρ =

(1−α2)/(1+α2−2α cosφ) and its imaginary part ξ = (2α sinφ)/(1+α2−2α cosφ)

have the same variance and zero correlation. Since α and φ are independent, we

can carry out the integration over the uniformly distributed φ and obtain

V ar[ρ] = V ar[ξ] = 〈1 + α2

1 − α2
〉α − 1, Cov[ρ, ξ] = 0 (5.16)
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where 〈..〉α denotes average over α. This property has been tested in microwave

cavity experiments with excellent agreements [16]. For the high damping case, ρ−

1 and ξ will become two independent Gaussian variables with zero mean and small

but same variances. This yields an exponential distribution for the α2, which

is consistent with the result obtained by Kogan [63] based on the “maximum

information entropy” principle. For the weakly absorptive case, Beenakker and

Brouwer [68] studied the distribution of α2 in the TRSB case through the time-

delay matrix and obtained a generalized Laguerre ensemble. However, for a TRS

system with arbitrary loss, there is no simple formula for the distribution of

reflection coefficients.

We noted from Eq. (5.13) that ζ−1 and ζ have the same distribution because

the phase φ is uniformly distributed and independent of the amplitude α.(The

quantity ζ−1 may be regarded as the normalized admittance.) This prediction for

ζ−1 was stimulated by a private communication with D. V. Savin and it agrees

with experimental data.

5.3 Reflection Coefficient in the Multiport Case

In this section, we use our knowledge of the statistical properties of the Z matrix

to deduce properties of the S matrix, particularly for the ensemble average of the

reflection coefficient 〈|S11|2〉. For a system with two ports, in the lossless case

considered here we note 〈|S12|2〉 = 1 − 〈|S11|2〉

According to the previous section, for the case of non-perfect coupling, model

of the cavity impedance matrix can be expressed as Z = R̂
1/2
R ξR̂

1/2
R + jX̂R, where

ZR is the 2 × 2 radiation impedance and ξ is a 2 × 2 random matrix generated

according to Eq. (4.10). If the incoming frequency is restricted in a narrow
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range, the radiation impedance ZR is essentially constant. In this section we

assume that identical ports are connected to identical transmission line, i.e., ZR

and the transmission line characteristic impedance Z0 are diagonal matrices with

equal diagonal elements. Thus, we obtain the expression for the S matrix, S =

(Z + Z0)
−1(Z − Z0),

S = [(γRξ + jγX12) + 12]
−1[(γRξ + jγX12) − 12], (5.17)

where γR = RR/Z0, γX = XR/Z0 are scalars and 12 is the 2× 2 identity matrix .

The two parameters γR and γX , as we show later, fully specify the coupling effects

on the wave transport process. The special case of perfect coupling corresponds

to γR = 1 and γX = 0.

5.3.1 Lossless Two-port Case

We recall that for TRS systems the reactance matrix X is real and symmetric,

and can be diagonalized by an orthogonal matrix O, Eq. (4.15). If identical ports

are connected to identical transmission lines of characteristic impedance Z0, then

the scattering matrix S is also diagonalized by O, and we can write

S = O







ejφ1 0

0 ejφ2






OT . (5.18)

The scattering phases φ1 and φ2 are then related to the eigenvalue angles θi by

formulas analogous to the one-port case, tan(π/2 − φi/2) = γR tan θi + γX .

Substituting Eq. (4.15) for O in (5.18) and multiplying the matrices, we obtain

|S11|2 = cos4 η + sin4 η + 2 cos2 η sin2 η cos(φ1 − φ2). (5.19)

We can now compute the expected value of the square of |S11| by assuming that η

is independent of the angles φ1 and φ2 and is uniformly distributed, which yields
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〈cos4 η + sin4 η〉 = 3/4, 2〈cos2 η sin2 η〉 = 1/4 and

〈|S11|2〉 =
3

4
+

1

4
〈cos(φ1 − φ2)〉. (5.20)

Assuming the angles θ1 and θ2 are distributed according to Eq. (4.12) and using

the relation between φ1,2 and θ1,2, evaluation of 〈cos(φ1 − φ2)〉 is carried out in

Appendix D. The result is

〈|S11|2〉 = 1 − 1 − |ρR|4
8|ρR|2

− (1 − |ρR|2)3

16|ρR|3
ln

1 − |ρR|
1 + |ρR|

, (5.21)

where the “the free space reflection coefficient” ρR is defined as the same way in

the last section.

We first check the asymptotic behavior for the power transmission coefficient

T = 1 − |S11|2 implied by the formula (5.21). In the non-coupled case, |ρR| = 1,

i.e., all the incoming power is reflected, and we obtain from (5.21) 〈T 〉 = 0. On

the other hand, in the perfect coupling case, |ρR| = 0, ln[(1 + |ρR|)/(1 − |ρR|)]

in the (5.21) can be expanded as 2(|ρR| − |ρR|3/3). Therefore, 〈T 〉 = 1/3. This

is consistent with the result in Ref. [63], 〈R〉 = 2〈T 〉. That is, in the perfect

coupling case the average of the reflected power is twice that of the transmitted.

Eq. (5.21) shows that the averaged power reflection and transmission coeffi-

cients only depend on the magnitude of ρR and not its phase. A plot of 〈|S11|2〉

versus |ρR| is shown in Fig. 5.3(a). Also shown are data points obtained by

taking 106 realizations of the impedance matrix (4.10) with eigenvalue statistics

generated from TRS spectrum and computing the average of |S11|2 for different

combinations of γR and γX characterizing the radiation impedance. The data

confirm that the average of |S11|2 depends only on the magnitude of the free

space reflection coefficient and not its phase.

In the TRSB case, the eigenvalues of the X matrix are still real, but the
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eigenvectors are complex. In this case, Eq. (5.18) is replaced by

S = U







ejφ1 0

0 ejφ2






U †, (5.22)

where the unitary matrix U is given by Eq. (4.16). Multiplying the matrices in

Eq. (5.22), we find the same expression for |S11|2, Eq. (5.19), as in the TRS case.

The average of |S11|2 will be different in the TRSB case because of the different

statistics for η, θ1 and θ2 which characterize the eigenfunctions and eigenvalues

of the impedance matrix. In particular, η has a distribution, arising from the

SU(2) group [70],

Pη(η) = | sin(2η)|, (5.23)

which yields 〈cos4 η + sin4 η〉 = 2/3, 2〈cos2 η sin2 η〉 = 1/3, thus,

〈|S11|2〉 =
2

3
+

1

3
〈cos(φ1 − φ2)〉. (5.24)

Recalling that θ1 and θ2 are distributed according to (4.12) with β = 2, this

results in a different set of integrals (see Appendix D). The result is

〈|S11|2〉 = 1 − (|ρR|2 − 1)(|ρR|2 − 3)

6
, (5.25)

which depends only on the magnitude of the free space reflection coefficient. A

plot of 〈|S11|2〉 from Eq. (5.25) versus |ρR| is also shown in Fig. 5.3(a), along with

data point obtained by taking 106 realizations of the TRSB impedance matrix

(4.10) generating from random numbers and computing the average of |S11|2 for

different combinations of γR and γX characterizing the free space impedance.

Once again, the data collapse to the curve predicted in Eq. (5.25).

We now test the relation between 〈|S11|2〉 and |ρR| with the impedance ma-

trices we obtained from the HFSS two-port calculations. We can vary the trans-

mission line impedance Z0 and generate 〈|S11|2〉 and |ρR|. However, the range of

71



0 0.2 0.4 0.6 0.8 1
0.5

0.6

0.7

0.8

0.9

1  

|ρ
R

|

<
|S

11
|2 >

TRS data
TRSB data
Eq. (24)
Eq. (29)

(a) 

0 0.2 0.4 0.6 0.8 1
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

|ρ
R

|

<
|S

11
|2 >

HFSS data
Eq. (24)

(b) 

Figure 5.3: (a) Numerical simulation for the average reflection coeffi-

cient 〈|S11|2〉 vs magnitude of ρR defined in Eq. (5.4) for the TRS and

the TRSB system, taking 106 realization of the impedance matrix, 30

uniformly spaced values of γR from 0.1 to 3, and 31 equally spaced

values of γX from 0 to 3. (b) Average reflection coefficient 〈|S11|2〉 vs

|ρR| using the cavity impedance and radiation impedance from HFSS

calculation and varying the values of Z0 and the capacitive reactance

Y
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|ρR| values accessible doing this is limited because of the large inductive radiation

reactance associated with the coupling port. To extend the range of |ρR| we add

a shunt susceptance Y = (jωC) in parallel with each port. This results in a

modified cavity impedance matrix Z
′

cav = (Z−1
cav + jωC12)

−1. We then form the

scattering matrix

S = (Z
′

cav + Z0)
−1(Z

′

cav − Z0). (5.26)

The corresponding free space reflection coefficient is generated by Z
′

R = (Z−1
R +

jωC)−1 and |ρR| = |Z ′

R +Z0|−1|Z ′

R−Z0|. By choosing appropriate combinations

of ωC and Z0, we can achieve a range of |ρR| values between 0 and 1. For each

|ρR| value, we average |S11|2 over frequencies and realizations and plot the points

on Fig. 5.3(b). These compare favorably with the theoretical result (solid curve)

based on the random matrix theory results.

5.3.2 M-port Case, M > 2

Using the random coupling model (4.10) and assuming perfect coupling γR = 1,

γX = 0 (i.e. |ρR| = 0), we have simulated the S matrix for cases of two to

seven, 13 and 57 ports. The results for the average reflection and transmission

coefficients were found to satisfy:

TRS : 〈|Sij|2〉 =















2
M+1

i = j,

1
M+1

i 6= j,

(5.27)

and

TRSB : 〈|Sij|2〉 =















1
M

i = j,

1
M

i 6= j,

(5.28)

where M is the number of ports connecting the cavity to transmission lines. It

seems that, in the TRS case, the input waves “remember” their entry port and
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have a preference for reflection through it (this is related to the concept of “weak

localization” reviewed in [71]). In contrast, for the TRSB case, the waves behave

as if they forget through which port they entered the cavity, and thus all the

ports have equal probability of being the output for the waves.

It was shown by Brouwer and Beenakker [14] that scattering in multiport

lossless systems can be related to that in a single-port, lossy system. It was

proposed that the introduction of N ′ (N ′ >> 1) fictitious ports of a lossless

system would give equivalent statistics for the reflection coefficient as would be

obtained for a single port model with a uniform internal loss. Considering a

system with M ports all perfectly matched, we can pick port 1 as the input and

consider the other ports as a form of dissipation. Due to the energy escaping from

the other (M−1) ports, we will obtain a reflection coefficient S11 with magnitude

less than one, which is similar to that obtained in the one-port lossy case (i.e.,

with losses due to finite wall conductivity). The cavity impedance seen from port

1, Z1, is calculated from S11, one of the elements from the M by M scattering

matrix,

Z1 = RR
1 + S11

1 − S11

+ jXR. (5.29)

When normalized by the radiation impedance this corresponds to a complex

impedance ζM = (1 + S11)/(1 − S11) = ρ + jξ. On the other hand, we can

generate the lossy one-port impedance ζ from Eq. (4.17), modelling the lossy

effect by adding a small imaginary term to the frequency [13]. We can then

compare the statistics of ζ from the lossy one port and ζM from the M -port

lossless case (We note that approximate analytic formula for the distributions of

the real and imaginary parts of ζ have recently been given by Fyodorov and Savin

[67]). An appropriate value of the damping parameter in the one port case, k̃2σ
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(σ = 1/Q), can be determined so that the average value of |S11|2 in the lossy case

is equal to 2/(M + 1) for the TRS case (or 1/M for the TRSB case). Then we

can compare the real and imaginary parts of the impedances obtained in the two

different ways. In Fig. 5.4, we include the results for the three different number

of ports, M=4, 13 and 57, and the corresponding one port result. For M = 4

we note that the distributions are similar but clearly not the same. However, for

M=13 or 57, the distributions for ζ and ζM are much closer. Thus, we confirm

that distributed damping and a large number of output channels are equivalent

so as to affect the distribution of the sub-unitary scattering matrix.

We now briefly discuss the multiport case with M > 2 and with mismatch

(|ρR| > 0). As long as the assumption that the eigenfunctions (η) and the eigen-

values (θ or φ) are independent is still true, 〈|S11|2〉 is related to the mismatch only

through 〈cos(φk−φl)〉, similar to the expression in Eq. (5.20). The same series of

steps specified in the Appendix D can be carried out to show that 〈cos(φk−φl)〉,

as well as 〈|S11|2〉, depend only on |ρR| (and are independent of the phase of

ρR). We have verified this by numerical simulation using the impedance matrix

generated from (4.10) with up to seven channels.
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Figure 5.4: Comparison between the impedance obtained from the one-

port lossy case and the multiple lossless case. (a) for the real part of

the impedance; (b)for the imaginary part of the impedance.
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Chapter 6

Variance Ratio of Impedance and Scattering

Matrices

6.1 Introduction

Statistical variations of the elements of Z and S due to small random variations in

the scattering are of great interest. These statistics have two fundamental influ-

ences, (i) universal aspects described by random matrix theory, and (ii) nonuni-

versal aspects dependent upon the details of the coupling of input channels (e.g.,

transmission lines) to the scatterer. Our main result concerns the quantity,

V Rz =
V ar[Zij]

√

V ar[Zii]V ar[Zjj]
, i 6= j, (6.1)

where V ar[A], the variance of the complex scalar A, is defined as the sum of

V ar[ReA] and V ar[ImA]. Our result is of the form

V Rz =















F1(λ) for GOE,

F2(λ) for GUE,

(6.2)

where λ is a parameter characterizing the losses within the scatterer. For ex-

ample, in the case of an electromagnetic cavity, λ = ω/(2Q∆ω), where ω is the
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Figure 6.1: V Rz versus the loss parameter λ, as specified in Eq. (6.13)

and Eq. (6.14).

frequency of the incoming signal, ∆ω is the average spacing between cavity reso-

nant frequencies near ω, and Q is the quality factor of the cavity (Q = ∞ if there

are no internal losses).

The remarkable aspect of (6.2) is that F1,2(λ) depends only on the loss para-

meter and not on the nonuniversal properties of the coupling to the cavity. Thus

V Rz is a universal function of the loss λ. The results for F1 and F2 (to be derived

subsequently) are shown in Fig. 6.1. For λ≫ 1,

V Rz =















1/2 for GOE,

1 for GUE.

, (6.3)

and for λ≪ 1,

V Rz =















1/3 for GOE,

1/2 for GUE.

. (6.4)
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A ratio similar to (6.1) can also be considered for the scattering matrix S,

V Rs ≡
V ar[Sij]

√

V ar[Sii]V ar[Sjj]
, i 6= j. (6.5)

In contrast with (6.2), V Rs in general depends on both the coupling to the cavity

and on the loss parameter λ. However, in the special case of high loss, V Rs

becomes universal,

V Rs =















1/2 for GOE,

1 for GUE.

, λ≫ 1 (6.6)

That is, V Rs = V Rz for λ ≫ 1. Based on their electromagnetics experiments,

Fiachetti and Michelsen [72] have recently conjectured the universality of (6.6)

in the GOE case. More generally, (6.6) follows from classic results of Hauser

and Feshbach describing fluctuations in the cross section of inelastic neutron

scattering [73], and this result has been obtained by Friedman and Mello [74]

using the concept of maximization of information entropy, and by Agassi et al.

[75] using a random-matrix model. The important point is that a universal result

for V Rs [i.e., Eq. (6.6)] applies only for λ≫ 1, while the universal result for V Rz,

Eq. (6.2) and Fig. 6.1, is for arbitrary λ.

In what follows we will derive these results. Section 6.2 derives the results for

impedance variance ration, V Rz. Section 6.3 considers the scattering variance

ratio.

6.2 Impedance Variance Ratio

We now obtain Eq. (6.2) for V Rz and discuss the result (6.6) for V Rs. We adopt

the formulation we used in the previous chapters that incorporate the nonuni-

versal effects of the specific coupling geometry of input-output channels to the
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scatterer, combined with the random matrix theory for the universal aspects of

the chaotic wave behavior within the scatterer. (In what follows, we use termi-

nology appropriate to microwave experiments.) In the GOE case, the impedance

matrix Z is described by Eq. 4.8. The system dependent part of the coupling is

characterized by the corresponding radiation impedance matrix Zr = Rr + jXr.

In the case of ports that are far apart, e.g., of the order of the cavity size, the

off-diagonal elements of Zr are small and will be neglected. Thus we will take Zr

to be a diagonal matrix with elements Zri = Rri + jXri.

We recall the construction of the Z matrix in the lossy case as follows,

Zii = − j

π

∑

n=1

Rri∆nw
2
in

k2(1 − jQ−1) − k2
n

≡ Rii + jXii

=
1

π
[
∑

n=1

Rri∆nw
2
ink

2/Q

(k2 − k2
n)

2 + (k2/Q)2
+ j

∑

n=1

Rri∆nw
2
in(k

2
n − k2)

(k2 − k2
n)

2 + (k2/Q)2
].

(6.7)

Calculation of the moments of the impedance is facilitated by the fact that the

eigenvalues and eigenfunctions in the chaotic cavities are statistically indepen-

dent. For example, the expected value of Xii is,

E[Xii] = lim
M→∞

1

π

M
∑

n=1

∫

dwinf(win)w
2
in

∫

dk2
1 · · · dk2

M

PJ(k
2
1, · · · , k2

M)
Rri∆n(k

2
n − k2)

(k2 − k2
n)

2 + (k2/Q)2
,

(6.8)

where f(win) is the probability distribution function (pdf) of win and PJ is the

joint pdf of the eigenvalues. Integrating over all kj, j 6= n, we express E[Xii] as

an integral over the pdf of k2
n, P1(k

2
n) = 1/(∆nM), we consider the M → ∞ limit

and use 〈w2
n〉 = 1 for the Gaussian random variable wn.

E[Xii] =

∫

dk2
n

Rri(kn)(k
2
n − k2)/π

(k2 − k2
n)

2 + (k2/Q)2
= Xri(k). (6.9)

The second equality in (6.9) relating E[Xii] to the radiation reactance requires

Q≫ 1 and is analogous to the Kramers-Kronig relation.
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The second moment of Xii can be determined in a similar way by integrating

over all j except j = t, s and using the joint distribution function P2(k
2
t , k

2
s) =

[1−g(|k2
t −k2

s |/∆)]/(M∆)2, where g(|k2
t −k2

s |/∆) is known from Random Matrix

theory [22]. Assuming that the radiation resistance Rri(kn) and the average

spacing ∆n vary slowly over the damping width k2/Q, we obtain

V ar[Xii] =
R2
ri

λ
[

3

2π
− 1

π

∫ ∞

0

dxg(x)
4

4 + (x/λ)2
], (6.10)

where λ = k2/(Q∆). A similar moment evaluation can be carried out for Rii, as

specified in Eq. (6.7), which yields the same expression as Eq. (6.10) for V ar[Rii].

For GOE (the case we are now considering) we have that [22], g(s) = f 2(s) −

[
∫ s

0
d(s′)f(s′) − 1/2](df/ds), where f(s) = [(sinπs)/(πs)].

In order to obtain the variance ratio, we also apply the previous process to

the off diagonal term Zij, i 6= j, which, based on Eq. (4.8), is given by

Zij =
1

π
[
∑

n

√

RriRrj∆nwinwjnk
2/Q

(k2/Q)2 + (k2 − k2
n)

2

+ j
∑

n

√

RriRrj∆winwjnk
2/Q

(k2/Q)2 + (k2 − k2
n)

2
].

(6.11)

Since win and wjn are independent, the first moments of Xij and Rij are both

zero, and the variance is equal to the second moment,

V ar[Xij] = lim
M→∞

M

π2

∫

dk2
n

RriRrj∆
2
n〈w2

in〉〈w2
jn〉

[(k2
n − k2)2 + (k2/Q)]2

P1(k
2
n)

=
RriRrj

λ

1

2π
,

(6.12)

The same result is obtained for V ar[Rij]. Combining Eq. (6.12) with Eq. (6.10),

we have Eq. (6.2) with

V Rz = F1(λ) = [3 − 2

∫ ∞

0

dxg(x)
4

4 + (x/λ)2
]−1. (6.13)
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A similar calculation in the GUE case is facilitated by the simpler form of the

function g(x) which is now given by g(x) = sin2(πx)/(πx)2. We obtain

V Rz = F2(λ) = [2 − 2

∫ ∞

0

dx(
sin πx

πx
)2 4

4 + (x/λ)2
]−1

= [1 +
1 − e−4πλ

4πλ
]−1.

(6.14)

We note that the two-frequency correlation functions for the elements of the

impedance and the scattering matrix have recently been calculated by Savin,

Fyodorov and Sommers [76], and are consistent with the preceding in the limit

of zero frequency separation.

6.3 Scattering Variance Ratio

We now consider the scattering matrix in the high loss limit, λ ≫ 1. For sim-

plicity, we consider the case of two channels connecting to the scatterer, N = 2,

and Z and S are 2 × 2 matrices. We note that a chaotic scattering process can

be divided into a direct process and a delayed process, which leads to a sepa-

ration of the mean part (equal to Zr) and the fluctuating part δZ of the cavity

impedance, Z = Zr + δZ. The fluctuating part δZ decreases as loss increases.

Thus in the high loss limit, δZ ≪ Zr, which implies Z12, Z21 ≪ Z11, Z22. (Recall,

the mean parts of the off diagonal components are zero.) We may now form S

using S = Z
−1/2
0 (Z − Z0)(Z + Z0)

−1Z
1/2
0 . Since the off diagonal terms of Z are

small, the diagonal components of S are dominated by the diagonal components

of Z. We then find for S11,

S11
∼= Z11 − Z01

Z11 + Z01

=
(Zr1 − Z01) + δZ11

(Zr1 + Z01) + δZ11

∼= Sr1 + [
2Z01

(Zr1 + Z01)2
]δZ11,

(6.15)
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where Sr1 = (Zr1 −Z01)/(Zr1 +Z01), and Z01 is the characteristics impedance of

channel 1. Thus, we obtain

V ar[S11] = | 2Z01

(Zr1 + Z01)2
|2V ar[Z11]. (6.16)

In addition, we can express S12 in the high damping limit as

S12 =
2Z12

√
Z01Z02

(Z11 + Z01)(Z22 + Z02)
≃ 2Z12

√
Z01Z02

(Zr1 + Z01)(Zr2 + Z02)
, (6.17)

which leads to

V ar[S12] = | 2
√
Z01Z02

(Zr1 + Z01)(Zr2 + Z02)
|2V ar[Z12], (6.18)

and similarly for V ar[S21]. Combining Eq. (6.16) and Eq. (6.18), we recover

Eq. (6.6) and we note that this result is independent of the coupling (i.e., inde-

pendent of Zr).

To illustrate the influence of coupling on V Rs at finite loss parameter λ, we

consider the impedance matrix in the GOE case using the model normalized

impedance ζ used in chapter 4, Z = R
1/2
r ζR

1/2
r + jXr, where ζ is given by ζij =

−(j/π)
∑M

n=1(winwjn)/(k̃
2 − k̃2

n − jλ), k̃2
n = k2/∆, and k̃2 is set to be M/2, such

that mean of ζ is zero. We express a model scattering matrix S as

S = (γ1/2
r ζγ1/2

r + jγx + 1)−1(γ1/2
r ζγ1/2

r + jγx − 1), (6.19)

where γr = Z−1
0 Rr and γx = Z−1

0 Xr, When γr is the identity matrix and γx is

zero, we reach the so-called perfect coupling condition, which means that the

scattering is determined by the delayed process and the direct process is absent.

We now consider an example in which the two port couplings are the same so that

γr,x = diag(γ̄r,x, γ̄r,x), where γ̄r,x is a scalar. Figures 6.2(a) and (b) show results

for the variation of V Rs with the coupling parameters γ̄r and γ̄x, for a high loss
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case (λ = 5) and for the lossless case (λ = 0). In Fig. 6.2(a), we fix γ̄x to be zero,

and vary γ̄r, while in Fig. 6.2(b), γ̄r is fixed to be 1 and γ̄x is varied. Compared to

the high damping case, V Rs in the lossless case has a much larger deviation from

the constant 1/2. Note that V Rs is 1/2 in the perfect-coupling case (i.e., γ̄r = 1,

γ̄x = 0), no matter whether the cavity is highly lossy or lossless. This is again

related to the concept of “weak localization” mentioned in Chapter 5. In the

perfect coupling case, the S matrices can be described by Dyson’s ensemble and

the ensemble of S matrices is invariant to unitary transformations. This implies

to a zero mean value of the S matrix, therefore, the variance of S elements is also

its second moment. In other words, V Rs = 1/2 is equivalent to 〈|Sii|2〉=2〈|Sij|2〉.

In the case of an N -port we can think of the above two port consider-

ation of V Rs as applying to the N -port converted to a two port by open-

ing channels 3, 4, · · · , N ; i.e., the incoming waves a3, a4, · · · aN are identically

zero (for a microwave cavity with transmission line inputs, this corresponds to

terminating transmission lines 3, 4, · · · , N with their characteristic impedances,

Z03, Z04, · · · , Z0N). Thus ports 3, 4, · · · , N effectively add to the loss due to the

energy flux leaving through them. If the ports 3, 4, · · · , N are assumed to act like

distributed loss, they can be taken into account by increasing the loss parameter

λ. [This increased loss enhances the validity of Eq. (6.6).]

Experimental results testing the theoretical predictions for the statistical fluc-

tuations in the variance of the S and Z elements have been reported, in the limit

of large damping [77]. These experiments are done in an air-filled, quarter bow-

tie shaped cavity which acts as a two-dimensional resonator below 19 GHz [78].

This cavity has previously been used for the successful study of the eigenvalue

spacing statistics [79] , eigenfunction statistics [36], and for studying the universal
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Figure 6.2: (a) V Rs versus γ̄r for γ̄x = 0 in the lossless case λ = 0 and

in a high loss case λ = 5. (b)V Rs versus γ̄x for γ̄r = 1.
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fluctuations in the impedance [16] and scattering matrix [64] for a wave chaotic

system. The cavity is driven by two ports; and has a typical loaded Q of about

200 in the frequency range 7.2 GHz to 8.4 GHz from a direct S21 measurement.

This translates to a damping parameter of λ >∼ 1 for the frequency range of this

experiment. Experimentally averaged values of V Rz and V Rs agree well with

our prediction to be 0.5 over the frequency range 4GHz to 12GHz.
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Chapter 7

Summary and Future Work

7.1 Summary

We have applied the concepts of wave chaos to the problem of characterizing the

statistics of the impedance and scattering matrices for irregular electromagnetic

cavities in the small wavelength regime. The coupling of energy in and out of the

port in such cavities depends on both the geometry of the port and the geome-

try of the cavity. We found that these effects can approximately be separated.

The geometry of the port is characterized by its radiation impedance which de-

scribes the port in the case in which the distant walls of the cavity are treated

as perfect absorbers (or else are removed to infinity) and can be determined by

non-statistical measurements [16]. Assuming chaotic ray trajectories, the effects

of the geometry of the cavity can be treated in a statistical way using Random

Matrix Theory. A linear relation between cavity impedance and the correspond-

ing radiation impedance is given in Eq. (3.4), and in Eq. (4.22) for the general

lossy case. Thus we are able to extract a universal normalized impedance ζ, hence

a normalized scattering matrix.

Our model predicts that, in the lossless case, the impedance is Lorentzian

87



distributed with a mean equal to the radiation reactance and a width equal

to the radiation resistance. The negative correlation between impedances in

different channels, as shown in Fig. 4.1, agrees well with Dyson’s circular ensemble

(4.12). There is an obvious difference between the cases in which time reversal

symmetry is preserved(TRS) or broken(TRSB). One of the major consequences is

the difference in the averaged reflection/transmission coefficients for the TRS and

TRSB cases. The coherence of ray trajectories enhances the strength of reflection

coefficients and gives rise to what is known as “weak localization”. We further

incorporate two coupling parameters γR and γX into the formulation of multiport

scattering matrices and find that |ρR|, which is a function of the two parameters

above, characterizes the transport process. This finding makes it possible to

engineer the wave transport and field distribution in a predefined way.

Effects of distributed loss are also investigated, and we have generated pdf’s

for the real and imaginary parts of the universal normalized impedance ζ. In addi-

tion, explicit calculations are given for their variances and covariance, depending

on the loss parameter and general class of symmetry of the system. The distrib-

ution of ζ is the same under variation of the coupling (e.g., interposing a lossless

two-port extension at the input), and could serve as a reliable characterization of

the loss parameter and and of the crossover from TRS to TRSB. Another possible

characterization is the variance ratio between diagonal elements and off-diagonal

elements of Z and S matrix. In particular, the impedance variance ratio is a

universal function of the loss in the scatterer, as shown in Eqs. (6.13), (6.14).

Using HFSS, we test the conclusions above on impedance and scattering data

calculated from direct numerical solution of Maxwell Equations. The agreement

between the numerical results and the theoretical predictions convinces us that
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our theory successfully recovers the statistical ensemble for chaotic scattering.

7.2 Future Work

7.2.1 Closely Spaced Ports

Most of our numerical simulations and microwave experiments are done in the

cases that ports are sufficiently far apart and only one mode is allowed in each

input channel. Thus the “direct talk” between different channels could be ne-

glected. In other words, the radiation impedance characterizing the coupling is

assumed to be diagonal. Though, with the argument given in section 4.1, we be-

lieve our model is still valid even when the two ports are spaced within a distance

of the order of the wavelength, a direct numerical and experimental proof would

be highly desired .

7.2.2 Effects of Scars

Computations of wave solutions for eigenmmodes of chaotic cavities show finite

wavelength induced deviations from the random plane wave hypothesis. These

deviations manifest themselves as regions of enhanced wavefunction magnitude in

the vicinity of unstable periodic ray orbits embedded in the chaotic phase space.

These enhancements are called ‘scars’, and have been discussed in Sec. 1.2.4.

While it is likely that, in some appropriate sense, the effect of scaring goes away

in the asymptotic limit of vanishing wavelength, scars may lead to noticeable

effects in small wavelength situations. Thus we wonder whether the discrepancies

between the numerical results and theoretical prediction shown in Fig. 3.3 and

Fig. 5.1 are due to scars. Scaring is difficult to include in our approach, since it is
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highly system dependent, and cannot be addressed in the frame of random matrix

theory. On the other hand, scaring is of great interest to practical applications,

for instance, to protect electronics circuits from unusually high intensity fields.

7.3 Conclusion

Much progress has been made to enhance our understanding of statistical prop-

erties of impedance and scattering matrices. In particular, we have had success

in modelling the system-dependent coupling and the universal aspects of wave

behaviors, characterized by an appropriate loss parameter, and in predicting the

wave transport efficiency. We have high hopes that this model will be further de-

veloped and contribute much of value to the realms of both basic understanding

and practical application.
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Appendix A

Evaluation of the Radiation Impedance in

Annular Current Profile

In this appendix we derive the radiation impedance corresponding to the current

distribution profile u(x, y) = π−1δ(x2 + y2 − a2). Inserting this function into

Eq. (2.13) and Fourier transforming in x and y with transform variable ~kn we

have

(k2 − k2
n)V̄T (~kn) = −jkhη0Î

∫

d2~r
δ(r − a)

2πa
e−j

~kn·r, (A.1)

where V̄T (~kn) is the Fourier transform of V̂T . The right hand side of (A.1) can be

evaluated making use of the identity,

∫ 2π

0

dφ

2π
e−jkna cosφ = J0(kna). (A.2)

The result is,

V̄T (~kn) = −jkhη0J0(kna)

k2 − k2
n

Î . (A.3)

The port voltage is given by Eq. (2.14) and may be evaluated using Parseval’s

theorem,

V̂ =

∫

d2~ru(~r)V̂T (~r) =

∫

d2~kn
(2π)2

V̂T (~kn)J0(kna), (A.4)
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where d2~kn = dφkndkn and φ is the angle of ~kn. This gives V̂ = ZRÎ where

ZR = −jkhη0

∫

d2~kn
(2π)2

J2
0 (kna)

k2 − k2
n

. (A.5)

This has the form of Eq. (2.24) if we identify

RR(kn) =
khη0

4
J2

0 (kna) (A.6)

as the radiation resistance.
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Appendix B

Lorentzian distribution for ξ

In this appendix we discuss the probability density distribution for ξ in Eq. (3.5)

ξ =
N

∑

n=1

ηn, (B.1)

where ηn = −w2
n/[π(k2 − k2

n)] and we have dropped the superscribed tilde on

the notation for the normalized wavenumber. In Eq. (B1) the wn are Gaussian

random variables with zero mean and unit variance, and, for a Poisson level

distribution, each of the values k2
n are independently uniformly distributed in the

interval [0, N ]. This prescription maintains the mean spacing between k2
n values

at unity. With this assumption on the statistics of k2
n and wn the variables ηn

are independent and identically distributed. Therefore, Pξ(ξ), the probability

density function of ξ, is

Pξ(ξ) =

∫

dη1..dηNδ(ξ −
∑

n

ηn)
N
∏

i=1

Pη(ηi). (B.2)

We will investigate the characteristic function of the random variable ξ, i.e. the

Fourier transformation of Pξ(ξ),

P̄ξ(t) =

∫

dη1..dηNe
−jt
P

n
ηn

N
∏

i=1

Pη(ηi) = [P̄η(t)]
N , (B.3)
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where

P̄η(t) =

∫

dηe−jtηPη(η)

=

∫ ∞

−∞

dw
1√
2π
exp(−w

2

2
)

∫ N

0

dk2
n

N

∫

dηe−jtηδ[t− w2/π

k2 − k2
n

]

=

∫ N

0

dk2
n

N

1

[1 + 2j t
π

1
k2−k2

n

]−
1

2

.

(B.4)

Note that P̄η(−t) = P̄ ∗
η (t) from the reality condition, so it is sufficient to evaluate

the integral above for the case of positive t.

The integrand in (B4) has singularities of k2
n = k2 and k2

n = k2 + 2jt/π.

The integration contour (defined to be along the real k2
n axis) passes through

the singularity at k2
n = k2. However, this singularity is weak, (k2 − k2

n)
1/2, and

we can regard the contour as passing below the singularity. Thus, for t > 0 we

may deform the integration contour into a large semicircle in the lower half k2

plane starting at k2
n = 0 and ending at k2

n = N . For each point on this contour

2t/[π(k2
n−k2)] is small and we can Taylor expand the integrand for |k2

n−k2| ∼ N

P̄η(t) =
1

N

∫ N

0

dk2
n[1 − j

2

2t

π(k2
n − k2)

] +O(
t2

N2
)

= 1 − t

N
− j

t

πN
log |N − k2

k2
| +O(t2/N2).

(B.5)

The sign of the term −t/N is determined by deforming the contour into the

lower half plane below the pole k2
n = k2. In the limit of N → ∞ we may drop the

term O(t2/N2). Also, recalling the reality condition P̄η(−t) = P̄ ∗
η (t), (B5) yields

P̄η(t) ∼= 1 − |t|
N

− j
t

πN
log |N − k2

k2
|, (B.6)

Therefore, P̄ξ(t) is:

P̄ξ(t) = [1 − |t|
N

− j
t

πN
log |N − k2

k2
|]N

= exp[−|t| − j
t

π
log |N − k2

k2
|].

(B.7)
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Taking the inverse Fourier transform in t we find that ξ is a Lorentzian distrib-

uted random variable with unit characteristic width and a mean value log |(N −

k2)/k2|/π.
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Appendix C

Variance of Cavity Reactance and Resistance in

the Lossy Case.

From Eq. (4.17), we obtain the expression for the complex impedance in the

single port case,

Z(σ) =
1

π

N
∑

1

[
∆(k2

n)RR(k2
n)w

2
n[k

2
d + j(k2

n − k2)]

(k2 − k2
n)

2 + (k2
d)

2
]

= R(σ) + jX(σ),

(C.1)

where ∆ is the mean spacing 〈k2
n − k2

n−1〉, X(σ) and R(σ) are cavity reactance

and resistance in the lossy case and k2
d = k2σ. In this appendix, we are going to

evaluate the mean and variance of X(σ) and R(σ) as well as their covariance.

We first investigate the mean of R(σ). We express the mean in terms of

probability distribution function for the eigenvalues k2
n.

E[R(σ)] =
1

π

∫

. . .

∫

dk2
1 . . . dk

2
NPJ(k

2
1, . . . , k

2
N)

N
∑

n′=1

RR∆〈w2
n′〉k2

d

(k2 − k2
n′)2 + k4

d

,

(C.2)

where PJ is the joint distribution of eigenlevels (k2
1, . . . , k

2
N) assuming they are

unordered. Since the levels are not ordered, in each term of the sum, we can
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integrate over all k2
n 6= k2

n′ , and obtain N identical terms. Thus,

E[R(σ)] =
N

π

∫

dk2
n′P1(k

2
n′)RR∆〈w2〉 k2

d

(k2 − k2
n′)2 + k4

d

(C.3)

where P1(k
2
n′) is distribution for a single level. Here we have introduced an integer

N representing the total number of levels. We will take the limit of N → ∞.

The single level probability distribution then satisfies by definition,

P1(k
2
n′) =

1

N∆(k2
n′)
. (C.4)

We next assume that the radiation resistance RR(k2
n′) is relatively constant over

the interval of k2
n′ values satisfying |k2−k2

n′ | < k2
d and we will move it outside the

integral replacing it by RR(k2). Assuming that k2
d is not too large (k2

d ≪ k2) we

can take the end points at the integral to plus and minus infinity and evaluate

Eq. (C.3) as

E[R] =
RR

π

∫ ∞

−∞

dx
1

x2 + 1
= RR(k2), (C.5)

where x = (k2
n′ − k2)/k2

d. Thus the expected value of the real part of cavity

impedance is the radiation resistance independent of the amount of damping.

This is somewhat surprising since we have previously asserted that in the lossless

case, the cavity resistance is zero. The constancy of the expected resistance

results from the resonant nature of the cavity impedance. When losses are small,

k2σ = k2
d ≪ 1, for almost all frequencies the resistance is small. However, for

the small set of the frequencies near a resonance the resistance is large. This is

evident in the histograms of Fig. (4.3b). The result is that small chance of a large

resistance and large chance of small resistance combine to give an expected value

resistance which is constant.

In order to obtain the variance of R(σ), we calculate the second moment of
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R(σ),

E[R(σ)2] = (
1

π
)2

∫

. . .

∫

dk2
1 . . . dk

2
NPJ(k

2
1, . . . , k

2
N)

N
∑

n′,m′=1

∆2RR(k2
n′)RR(k2

m′)〈w2
m′w2

n′〉k4
d

((k2 − k2
m′)2 + k4

d)((k
2 − k2

n′)2 + k4
d)

≡ I1 + I2.

(C.6)

Following the arguments advanced to calculate E[R(σ)], we note that there will

be N terms in the double sum for which k2
n′ = k2

m′ giving

I1 =
N

π2

∫

dk2
n′P1(k

2
n′)

∆2R2(k2
n′)〈w4

n′〉k4
d

[(k2 − k2
n′)2 + k4

d]
2

(C.7)

and N(N − 1) terms for which k2
m′ 6= k2

n′ giving

I2 = N(N − 1)

∫∫

dk2
n′dk2

m′

P2(k
2
n′ , k2

m′)∆(k2
n′)∆(k2

m′RR(k2
n′)RR(k2

m′)〈w2
n′〉〈w2

m′〉k4
d

[(k2 − k2
n′)2 + k4

d][(k
2 − k2

m′)2 + k4
d]

.

(C.8)

For the first integral we use (C.4) for the single level distribution function, and

making the same approximation as before, we obtain

I1 = R2
R(k2)

〈w4〉∆(k2)

2πk2
d

. (C.9)

For the second integral we need to introduce the two level distribution function.

For the spectra that we consider, the two level distribution has the form

P2(k
2
n′ , k2

m′) = (
1

N∆
)2[1 − g(|k2

n′ − k2
m′ |)]. (C.10)

Here the function g describes the correlations between two energy levels. For

uncorrelated levels giving a Poisson distribution of spacings we have g = 0. In the

presence of level repulsion we expect g(0) = 1 with (1−g) ∝ |k2
n′ −k2

m′ |β for small

spacing, and β = 1 for TRS and β = 2 for TRSB systems. As |k2
n′ − k2

m′ | → ∞,

g → 0 indicating loss of correlation for two widely separated levels. The function g
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will be different for spectra produced by random matrices and spectra generated

from sequences of independent spacings. Expressions of g for the spectra of

random matrices can be found in the book by Mehta ([22], Ch. 5 & 6). We

will derive the expression for g for spectra generated by sequences of independent

spacings later in this appendix.

Based on expression (C.10) and the usual assumptions on the slow variations

of RR and ∆ with eigenvalue k2
n′ we obtain

I2 = (E[R])2 − Ig, (C.11)

where the first term comes from the 1 in C.10 and the second term comes from

the correlation function g

Ig =
RR(k2)〈w2〉2

π

∫ ∞

−∞

dk̃2

k2
d

2

4 + (k̃2/k2
d)

2
g(|k̃2|). (C.12)

The variance of R is thus given by

V ar[R] = E[R]2 − E[R2]

=
R2
R

π

∆

k2
d

[
〈w4〉

2
− 〈w2〉2

∫ ∞

−∞

dk̃2

∆

2g(|k̃2|)
4 + (k̃2/k2

d)
2
].

(C.13)

Note, since w is a Gaussian random variable with zero mean and unit variance,

〈w2〉 = 1 and 〈w4〉 = 3.

Equation (C.13) shows that the variances of R depends on k2
d/∆, the ratio of

the damping width to the mean spacing of eigenvalues. In the low damping case,

k2
d/∆ ≪ 1, the integrand in (C.13) is dominated by the values of |k̃2| < ∆ and

we replace g by its value g(0). Doing the integral we find

V ar[R] = R2
R[

∆

k2
d

〈w4〉
2π

− g(0)〈w2〉2]. (C.14)

Since the damping is small, the first term dominates and the variance is indepen-

dent of the eigenvalue correlation function. This is consistent with our previous
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findings that the eigenvalue statistics did not affect the distribution of reactance

values.

In the high damping limit, k2
d > ∆, the integral in (C.13) is dominated by k̃2

values of order ∆ and we have,

V ar[R] =
R2
R

π

∆

k2
d

[
3

2
−

∫ ∞

0

dk̃2

∆
g(|k̃2|)]. (C.15)

The variance decreases as damping increases with a coefficient that depends on

the correlation function. Physically the correlations are important because in the

high damping case a relatively large number of terms in the sum (C.1) contribute

to the impedance and the sum is sensitive to correlations in these terms.

The integral of the correlation function can be evaluated for different spectra.

For spectra generated from random matrices, we have ([22], Ch.6)

g(s) = f(s)2 − ∂f

∂s
[(

∫ s

0

ds′f(s′)) − 1

2
sgn(s)] (C.16)

for TRS matrices and

g(s) = f(s)2 (C.17)

for TRSB matrices, where f(s) = sin(πs)/(πs). In both cases, we find

∫ ∞

0

dsg(s) =
1

2
. (C.18)

However, to consider the TRSB case we need to repeat the calculation including

complex values of the Gaussian variable w. The result is

V ar[R(σ)] =
R2
R

π

∆

k2
d

[1 −
∫ ∞

0

dk̃2

∆
g(|k̃2|)]. (C.19)

For spectra generated by sequences of independent spacing distributions we will

show
∫ ∞

0

dk̃2

∆
g(|k̃2|) = 1 − 1

2
〈s2〉, (C.20)
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where 〈s2〉 is the expected value for the normalized nearest neighbor spacing

squared. Using (1.3) and (1.4), this gives

∫ ∞

0

dk̃2

∆
g(|k̃2|) =















1 − 2
π

for TRS,

1 − 3π
16

for TRSB.

(C.21)

Note also that (C.20) gives the required value of zero for Poisson spacing distri-

butions, where 〈s2〉 = 2.

We can evaluate the expected value of the reactance and its variance, as well

as the covariance of reactance and resistance, using the same approach. We find

the expected value of reactance is given by the radiation reactance,

E[X] = XR(k2). (C.22)

The variance of the reactance is equal to that of the resistance (C.13) the covari-

ance between them is zero.

We now derive the g-integral (C.20) for spectra generated from independent

spacings. We introduce a conditional distribution Pm(s) that is the probability

density that the mth eigenvalue is in the range [s, s + ds] given that eigenvalue

m = 0, is at zero. For convenience, here s is the normalized spacing with unit

mean. When m = 1, P1(s) is the spacing distribution p(s). Thus, 1− g(s) stands

for the probability that there exists an eigenlevel at [s, s+ds] given one level

located at 0. This equality can be expressed as the summation of Pm(s),

1 − g(s) =
∞

∑

m=1

Pm(s). (C.23)

Pm(s) can be evaluated assuming the spacings are independent,

1 − g(s) =
∞

∑

m=1

[

∫ m
∏

i=1

dsiP1(si)δ(s−
m

∑

i=1

si)]. (C.24)
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We Laplace transform both sides of Eq. (C.24), and obtain

1

τ
−

∫ ∞

0

dse−τsg(s) =
∞

∑

m=1

[P̄1(τ)]
m =

P̄1(τ)

1 − P̄1(τ)
. (C.25)

To evaluate
∫ ∞

0
dsg(s), we take the limit of τ → 0. The transform P̄1(τ) can be

expressed in terms of the moments of P1(s),

P̄1(τ) =

∫ ∞

0

e−sτP1(s)ds,

∼
∫ ∞

0

(1 − sτ +
s2τ 2

2
)P1(s)ds,

= 1 − τ〈s〉 +
τ 2

2
〈s2〉.

(C.26)

Thus, we can evaluate the integration of g(s) to be

∫ ∞

0

dsg(s) = lim
τ→0

∫ ∞

0

dse−τsg(s)

= lim
τ→0

[
1

τ
− P̄1(τ)

1 − P̄1(τ)
]

= 1 − 1

2
〈s2〉,

(C.27)

which is Eq. (C.20).
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Appendix D

Evaluation of 〈|S11|2〉 for a Two-port Cavity

In this appendix, we will start from the one-port case, and obtain an expression

for the phase of S in term of the reflection coefficient ρR defined in Eq. (5.4).

Then, using Eq. (4.12), we can evaluate 〈cos(φ1 − φ2)〉 for the two-port in the

TRS and TRSB cases.

In the one-port case, S can be expressed as

S = ejφ =
Z − Z0

Z + Z0

=
j(γX + ξ̃γR) − 1

j(γX + ξ̃γR) + 1
,

(D.1)

where ξ̃ is a zero mean, unit width, Lorentzian random variable, which can be

written as,

ξ̃ = tan θ (D.2)

with θ uniformly distributed in [−π/2, π/2]. Putting Eq. (D.2) into Eq. (D.1),

we get

ejφ =
(γR + jγX − 1)ejθ − (γR − jγX + 1)e−jθ

(γR + jγX + 1)ejθ − (γR − jγX − 1)e−jθ
. (D.3)

Introducing ρR such that

γR + jγX − 1 = ρR(γR + jγX + 1), (D.4)
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and defining

e−jα =
γR − jγX + 1

γR + jγX + 1
, (D.5)

we obtain a compact expression for φ in term of θ and ρR,

ejφ =
ρR − e−j(2θ+α)

1 − ρ∗Re
−j(2θ+α)

= ejφRe−j2θ
′ 1 + |ρR|ej2θ′

1 + |ρR|e−j2θ′
,

(D.6)

where 2θ′ = (2θ + α + π + φR). Since α and φR depend only on the coupling

coefficient γR and γX , and 2θ is uniformly distributed in [0, 2π], the angle 2θ′ is

also uniform in [0, 2π]. Thus,

Pφ(φ) = P2θ′(2θ
′)|d(2θ

′)

dφ
|

=
1

2π

1

1 + |ρR|2 − 2|ρR| cos(φ− φR)
.

(D.7)

The relation between φ and 2θ′ also holds true for multi-port cases. Further-

more, from the joint probability density function of 2θ1 and 2θ2 in Eq. (4.12),

which is only a function of the difference of two angles, we find that 2θ′1 and 2θ′2

have the same joint distribution specified in Eq. (4.12). Thus we can evaluate

〈cos(φ1 − φ2)〉 = Re[ejφ1−jφ2 ]

= Re[
e−j2θ

′

1 + |ρR|
1 + |ρR|e−j2θ′1

ej2θ
′

2 + |ρR|
1 + |ρR|ej2θ′2

],
(D.8)

by using the joint distribution of 2θ′1 and 2θ′2, Pβ(2θ1, 2θ2) ∝ |ej2θ′1−ej2θ′2|β, where

β = 1 corresponds to the TRS case, and β = 2 for TRSB case.

Introducing ψ1 = 2θ′1, ψ2 = 2θ′2, and their difference ψ− = ψ1 −ψ2, we obtain
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for the average of cos(φ1 − φ2),

〈cos(φ1 − φ2)〉 =

∫∫

dψ1dψ2

(2π)2
P (ψ1, ψ2)

Re[
e−jψ1 + |ρR|
1 + |ρR|e−jψ1

ejψ2 + |ρR|
1 + |ρR|ejψ2

]

=

∫

dψ−

2π
P (ψ−)

Re[

∫ 2π

0

ψ2

2π

e−j(ψ−+ψ2) + |ρR|
1 + |ρR|e−j(ψ−+ψ2)

ejψ2 + |ρR|
1 + |ρR|ejψ2

].

(D.9)

The inner integral can be calculated by introducing a complex variable z = ejψ2

in terms of which the inner integral becomes

1

2πj

∮

unitcircle

dzf(z)

z(z + |ρR|e−jψ−)
, (D.10)

where f(z) = (|ρR|z + e−jψ−)(z + |ρR|)/(1 + z|ρR|). Evaluating this integral via

the residues at the two poles within the unit circle, z = 0 and z = −|ρR|e−jψ− ,

we obtain

〈cos(φ1 − φ2)〉 =

∫ 2π

0

dψ−

2π
P (ψ−)

[1 − (1 − |ρR|4)(1 − cosψ−)

1 + |ρR|4 − 2|ρR|2 cosψ−

].

(D.11)

For the TRS case, Pψ−
(ψ−) = π| sin(ψ−/2)|/2, and Eq. (D.11) yields

〈cos(φ1 − φ2)〉 =
|ρR|4 + 2|ρR|2 − 1

2|ρR|2

+
(1 − |ρR|2)3

4|ρR|3
ln

1 + |ρR|
1 − |ρR|

.

(D.12)

For the TRSB case, Pψ−
(ψ−) = 2 sin2(ψ−/2) = (1 − cosψ−), and (D.11) yields

〈cos(φ1 − φ2)〉 = 1 − (|ρR|2 − 1)(|ρR|2 − 3)

2
. (D.13)
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