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Superconductors host vortices when exposed to a magnetic field exceeding their first critical

field Bc1. Understanding the dynamics of vortices is crucial for optimizing the performance of

various applications of superconductors, including superconducting radio-frequency (SRF) cavities

and superconducting digital and quantum circuits. In this thesis, a near-field magnetic microwave

microscope is employed to locally stimulate superconductors with an intense rf magnetic field

and measure the local nonlinear microwave response. Under the microscope probe, two distinct

vortex-related phenomena are observed: the nucleation of rf vortices and the motion of pre-existing

trapped vortices. To interpret the measured response, toy models of superconductors with local

defects are introduced and analyzed using Time-Dependent Ginzburg-Landau (TDGL) simulations

of probe/sample interactions.

This dissertation is divided into two parts. The first part investigates the nucleation of

single/few rf vortices associated with surface defects by studying the third-harmonic response P3f

produced by the superconductor under intense stimulus at frequency f . Seven Nb/Cu films, grown



under different deposition conditions by collaborators at CERN, are measured. Their surface defect

properties related to rf vortex nucleation are compared. The second part explores the dynamics

of trapped vortices under oscillating magnetic fields by studying the second-harmonic response

P2f . A superconducting Nb film with an antidot flux pinning array is measured. The results

show that this measurement technique provides access to vortex dynamics at the micron scale,

including depinning events of a small number of trapped vortices and spatially-resolved pinning

properties. These findings contribute to a deeper understanding of microwave superconductivity

and vortex-induced nonlinearities, shedding light on the fundamental interactions between rf fields,

magnetic vortices, and defects in superconductors. Furthermore, they offer new insights into the

design and optimization of superconducting devices for microwave applications.
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Chapter 1: Introduction

1.1 Introduction to Vortices in Superconductors

1.1.1 Fundamental Properties of Superconductors

Superconductivity is a macroscopic quantum phenomenon characterized by the complete

disappearance of electrical resistance and the expulsion of magnetic fields (the Meissner effect)

when a material is cooled below its critical temperature, Tc [1]. These remarkable properties arise

from the formation of Cooper pairs [2], bound pairs of electrons that collectively condense into a

macroscopic quantum state, leading to a dissipationless supercurrent.

A central concept in superconductivity is the order parameter, ψ(x, y, z), which describes

the local density and phase coherence of the superconducting state. In the Ginzburg-Landau

(GL) theory [3], the magnitude of the order parameter provides a measure of the strength

of superconductivity at a given point. The characteristic length scale over which the order

parameter varies is known as the coherence length, ξ(T ), which defines the minimum size over

which superconductivity can spatially change. Another fundamental length scale is the London

penetration depth, λ(T ), which characterizes how deeply an external magnetic field can penetrate

into a superconductor before being screened by supercurrents. These two length scales, ξ and λ,

play a crucial role in determining the response of a superconductor to external magnetic fields.
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When a superconductor is subjected to an external magnetic field, its behavior depends

on the ratio of λ to ξ. This ratio, known as the Ginzburg-Landau parameter, κ = λ/ξ, classifies

superconductors into two types:

• Type-I superconductors (κ < 1/
√
2) exhibit a complete Meissner effect, expelling magnetic

fields up to a critical field, Bc, beyond which the material transitions to a normal state.

• Type-II superconductors (κ > 1/
√
2) allow partial magnetic field penetration beyond a first

critical field, Bc1, where quantized flux lines known as vortices begin to form.

1.1.2 Vortex Structure and Vortex Penetration Field

A vortex consists of a normal-conducting core of radius ∼ ξ, where superconductivity is

strongly suppressed, surrounded by circulating supercurrents that screen the applied field over

a distance λ. The order parameter |ψ| is significantly reduced in the vortex core, approaching

zero at its center, and recovers to its equilibrium value over a length scale ξ. Each vortex carries a

single quantum of magnetic flux, Φ0 = h/2e, where h is Planck’s constant and e is the elementary

charge. As the applied field increases beyond a second critical field, Bc2(T ), the vortex density

increases until superconductivity is entirely suppressed.

In an ideal, defect-free superconductor, vortices begin to penetrate at the first critical field

Bc1(T ). However, in the presence of surface defects, vortices can nucleate at fields lower than Bc1.

The field at which vortices first enter due to such imperfections is called the vortex penetration

field Bvortex(T ), which serves as a generalized form of the first critical field that accounts for local

defects. This field depends on the nature of the defects, including their size, shape, and local

suppression of superconductivity.
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1.2 Microwave Properties of Vortices

1.2.1 Microwave Superconductivity

Superconductors exhibit unique electromagnetic properties that make them highly advantageous

for microwave applications [4]. Unlike normal metals, which experience significant ohmic losses at

high frequencies, superconductors can exhibit ultra-low surface resistance in the microwave regime,

particularly at temperatures well below their critical temperature. This ability to sustain extremely

low surface resistance at microwave frequencies enables superconducting radio-frequency (SRF)

cavities used in particle accelerators with extraordinarily high quality factors (Q), often exceeding

1011 [5].

The microwave regime typically refers to the frequency range from 300 MHz (0.3 GHz) to

300 GHz, corresponding to wavelengths between 1 meter and 1 millimeter. Within this range,

superconducting microwave devices operate in specific frequency windows depending on the

application. For example, SRF cavities used in particle accelerators typically operate at frequencies

between 0.5–4 GHz [5].

The electrodynamics of superconductors at microwave frequencies is governed by the

interplay of superfluid screening currents, quasi-particle excitations, and nonlinear effects. The two-

fluid model provides a phenomenological description, treating the superconductor as a combination

of a lossless superfluid component and a dissipative normal-fluid component. At sufficiently low

temperatures and frequencies below the superconducting energy gap ∆ (specifically, hf ≪

2∆), microwave losses are exponentially suppressed due to the scarcity of thermally excited

quasi-particles. These properties underpin a wide range of microwave technologies, including
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high-performance resonators, superconducting transmission lines, and Josephson-based quantum

circuits.

In this thesis, the terms “rf” and “microwave” are used interchangeably. The abbreviation

“rf” stands for radio-frequency.

1.2.2 Microwave Response of Vortices

In type-II superconductors, the response to microwave fields becomes significantly more

complex due to the presence of vortices. Unlike the dissipationless superfluid current, vortex

motion under microwave excitation introduces additional dissipation, since the core of a vortex is

normal-conducting.

The dynamics of vortices in microwave fields plays a central role in vortex-based dissipation

and nonlinear microwave response. At low amplitudes, vortices exhibit a linear response,

characterized by a viscous drag force proportional to their velocity. However, at high microwave

fields, the interaction between the rf current and vortices becomes highly nonlinear, leading to

phenomena such as harmonic generation, intermodulation distortion, etc.

1.3 Core Questions and Research Scope

In this thesis, we explore the following Core Questions:

• Core Question 1: What vortex-related phenomena can occur when a superconductor is

stimulated by an oscillating magnetic field in the microwave regime (a few GHz)?

• Core Question 2: What information can be extracted from the resulting microwave response

of the superconductor?
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To address these questions, we consider two distinct scenarios:

• Scenario 1: If the amplitude of an oscillating magnetic field exceeds the vortex penetration

field of the superconductor, it nucleates rf vortices. This phenomenon is discussed in

Chapters 4 (simulations) and 5 (measurements), where we analyze the third-harmonic

response (P3f) as a tool for studying rf vortex nucleation. This scenario is explored in

Ref. [6].

• Scenario 2: Pre-existing DC vortices are subjected to an oscillating magnetic field. This

scenario is studied in Chapters 6 (simulations) and 7 (measurements), where we investigate

the second-harmonic response (P2f) associated with the dynamics of trapped vortices. This

scenario is explored in Ref. [7].

A key distinction between DC vortices and rf vortices lies in their temporal behavior. A

DC vortex is a stable, persistent object in the superconductor, whereas an rf vortex is transient, it

nucleates and annihilates twice per rf cycle.

Figure 1.1 presents (over-simplified) schematic illustrating the transient nature of rf vortices

in a superconductor subjected to an oscillating magnetic field. The red curve represents the applied

magnetic field, Brf sin(ωt), where the peak amplitude is set to be 1.5 times stronger than the

first critical field of the superconductor, Bc1. The blue lines indicate ±Bc1. The superconductor

alternates between the Meissner state (regions I, III, and V) and the vortex state (regions II and

IV), depending on whether |Brf sin(ωt)| exceeds Bc1. The black circles mark the transition points

where |Brf sin(ωt)| = Bc1, corresponding to vortex nucleation and annihilation events.

In reality, vortex nucleation and annihilation do not occur exactly at |Brf sin(ωt)| = Bc1

due to the complex order parameter and vortex dynamics. Nevertheless, this simplified picture
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Figure 1.1: Illustration of the transient nature of rf vortices in a superconductor subjected to an
oscillating magnetic field. The red curve represents the applied magnetic field, Brf sin(ωt), where
the peak amplitude is set to be 1.5 times stronger than the first critical field of the superconductor,
Bc1. The blue lines indicate ±Bc1.

effectively captures the essential mechanism of rf vortex nucleation. Unlike DC vortices, rf

vortices are transient, they appear and disappear twice per rf cycle.

The first step toward analyzing the microwave response of vortices is to perform a Fourier

transform, which decomposes the response into its fundamental and harmonic components. This

approach provides a systematic way to extract key physical properties from experimental data.

Section 1.4 introduces the Fourier framework and its application to superconducting vortex

dynamics.
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1.4 Linear Response, Odd Harmonic Response, Even Harmonic Response

1.4.1 Fourier Expansion and Harmonic Decomposition

The interaction of microwaves with a superconductor can be understood within the framework

of a system driven by a sinusoidal driving force. The appropriate mathematical tool for analyzing

its response is the Fourier transform. In the following, we explore the physical significance of

these Fourier components in the context of superconducting microwave response.

Consider a system driven by a sinusoidal driving force with angular frequency ω, where the

response function is denoted as f(t). The Fourier expansion of f(t) is given by

f(t) =
∞∑
n=0

cn sin(nωt+ θn). (1.1)

This expansion can be decomposed into three distinct components:

f(t) = offset + linear response + nonlinear response. (1.2)

The nonlinear response further consists of contributions from both odd and even harmonics:

nonlinear response = odd harmonic response + even harmonic response. (1.3)

Each of these terms is explicitly given by

offset = c0, (1.4)
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linear response = c1 sin(ωt+ θ1), (1.5)

odd harmonic response =
∞∑
n=1

c2n+1 sin [(2n+ 1)ωt+ θ2n+1]

= c3 sin(3ωt+ θ3) + c5 sin(5ωt+ θ5) + . . . (1.6)

even harmonic response =
∞∑
n=1

c2n sin [2nωt+ θ2n]

= c2 sin(2ωt+ θ2) + c4 sin(4ωt+ θ4) + . . . (1.7)

Here, the offset term represents the DC component of the response, while the linear response

corresponds to the fundamental frequency component, which is directly proportional to the

input signal. The nonlinear response consists of higher-order harmonics that arise from system

nonlinearities. The odd harmonic response consists of terms with frequencies (2n+1)ω, including

the third-harmonic (3ω) and higher odd harmonics. In contrast, the even harmonic response

consists of terms with frequencies 2nω, including the second-harmonic (2ω) and higher even

harmonics.

The presence and relative strength of these harmonic components provide insight into the

underlying nonlinear mechanisms governing the system response.

As the leading-order term of odd harmonic responses, the third-harmonic response (c3 sin(3ωt+

θ3)) is frequently analyzed for studying odd harmonic response. Similarly, as the leading-order

term of even harmonic responses, the second-harmonic response (c2 sin(2ωt+ θ2)) is frequently

analyzed for studying even harmonic response.
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The frequency of the sinusoidal driving force is denoted as f and is related to the angular

frequency ω by

f =
ω

2π
. (1.8)

In this thesis, both f and ω are used frequently, depending on the context.

1.4.2 Microwave Response of Superconductors

In the context of this thesis, the system under study is a superconductor, the driving force

is an oscillating magnetic field Brfsin(ωt), and the response function f(t) corresponds to the

oscillating magnetic field generated by the superconductor, denoted as BSC(t). The Fourier

expansion of the superconductor response BSC(t) is given by

BSC(t) =
∞∑
n=0

Bnf sin(nωt+ θn). (1.9)

where Bnf and θn correspond to the amplitude and phase of the nth harmonic component of the

superconductor response BSC(t), respectively. The subscript f in Bnf denotes frequency.

In principle, the full superconducting response BSC(t) can be reconstructed by measuring

all of its harmonic components. However, in practice, it is often sufficient—and far more

efficient—to focus on the dominant terms. For example, when studying odd harmonic responses,

the third-harmonic component, being the leading-order term, typically captures the most significant

nonlinear effects and can provide valuable physical insight.
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1.4.3 Linear versus Nonlinear Response

When a material experiences a small perturbation from an electromagnetic field, its response

remains primarily linear. This regime includes measurements of local dielectric permittivity and

electrical conductivity, where the material properties can be described by linear response theory.

In contrast, when the applied electromagnetic field is sufficiently strong to significantly alter the

material, nonlinear effects emerge. These nonlinear responses provide insights that are inaccessible

through linear response measurements.

Vortex dynamics is inherently nonlinear, a feature that can be understood through a

handwaving argument. In the vortex-free Meissner state, superconductivity varies smoothly

across space, keeping the system well within the linear response regime. In contrast, the presence

of vortices leads to strong suppression of superconductivity at the vortex core, representing a

substantial deviation from the unperturbed Meissner state. This suppression is far beyond the

scope of a small perturbation, indicating that the introduction of vortices fundamentally alters the

superconducting state. Consequently, when vortices are subjected to an oscillating magnetic field,

their dynamics inherently falls outside the linear response regime. As a result, nonlinear response

measurements serve as a powerful tool for probing vortex dynamics and related phenomena.

In particular, for a type-II superconductor subjected to a strong rf magnetic field, the system

enters a nonlinear regime where rf vortices are nucleated. This process gives rise to a pronounced

third-harmonic response [6, 8–12], making third-harmonic measurements a powerful tool for

studying rf vortex nucleation.
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1.4.4 Odd versus Even Harmonic Response

Odd and even harmonic responses are fundamentally distinct due to their symmetry properties.

In particular, even harmonic responses vanish when the response function f(t) satisfies the

symmetry condition

f(t) = −f
(
t+

π

ω

)
. (1.10)

This condition indicates that f(t) exhibits perfect symmetry between the two half-cycles of the

driving force. As a result, the presence of even harmonic responses directly reflects deviations

from this symmetry, serving as a quantitative measure of asymmetry in the system dynamics

between successive half-cycles of f(t). In the context of superconducting response, the response

function corresponds to the superconductor-generated magnetic field, i.e., f(t) = BSC(t).

The response of a superconductor to an oscillating magnetic field, BSC(t), can be classified

based on symmetry (see Eq. 1.10) into two distinct categories: (i) linear response and odd

harmonic responses and (ii) even harmonic responses. These two categories probe fundamentally

different aspects of superconducting dynamics [13–22], with the former arising from dynamics

that preserve symmetry between successive half-cycles and the latter serving as a signature of

symmetry breaking in the superconducting response.

Linear response and odd harmonic responses [8–10, 23–30] capture contributions from

a variety of mechanisms, including Meissner screening currents [31, 32], nonlinearities from

current-dependent superfluid density variation, and rf vortex nucleation [6,11]. In contrast, even

harmonic responses [8,24,25,33,34] are known to vanish in the absence of time reversal invariance

breaking [13, 15–17], such as when no DC magnetic field is applied and no vortices are trapped in
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the superconductor. Notably, in the absence of an external offset (field or current), the second-

harmonic response collects signals from trapped vortices exclusively, effectively filtering out

contributions from other mechanisms. This exclusivity makes P2f a powerful tool for studying

trapped vortices [33].

1.5 A Microscopic Approach to Microwave Properties of Vortices

1.5.1 Limitations of Macroscopic Microwave Measurements

The study of microwave properties of superconductors has traditionally relied on macroscopic

measurement techniques, such as resonator-based methods, transmission-line measurements, and

cavity perturbation techniques [35, 36]. These methods have provided valuable insights into the

global electrodynamics of superconductors, including their surface resistance, penetration depth,

and nonlinearity. In particular, macroscopic studies have revealed the role of vortex motion in

microwave dissipation and harmonic generation, helping to establish models for vortex dynamics

in type-II superconductors [5, 37, 38].

While macroscopic measurements provide bulk-averaged responses, they fail to capture

local variations in superconducting properties. In particular, surface defects, grain boundaries,

and spatially inhomogeneous vortex pinning can strongly influence the microwave response

of superconductors. Since vortex nucleation, motion, and pinning occur at microscopic scales

comparable to the coherence length ξ and penetration depth λ, a detailed understanding of these

processes requires a microscopic measurement technique capable of resolving local variations in

microwave response.
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1.5.2 Near-Field Magnetic Microwave Microscopy: A Local Probe

To address these limitations, we employ a Near-Field Magnetic Microwave Microscope

(NFMMM) [39, 40], a homemade scanning probe system designed to measure the spatially-

resolved microwave properties of superconductors. This technique allows us to locally excite and

detect nonlinear responses, providing direct insight into vortex dynamics in the microwave regime.

At a fundamental level, NFMMM applies a localized rf magnetic field at the tip of a

probe, which interacts with the superconducting sample beneath it, and collects locally-generated

microwave response. The key steps in this process are:

1. A microwave input signal is delivered to the probe, generating a localized rf magnetic field

at its tip.

2. The superconducting sample beneath the probe responds with a screening current, which

distributes according to the local superconducting properties.

3. The same microscope probe collects the response microwave field associated with the

screening current, which carries information about the local superconducting properties.

4. By analyzing the nonlinear responses (P2f and P3f), we extract information about local

properties of vortex dynamics.

1.5.3 Measurement of Harmonic Response Power

A key aspect of our measurements is that we measure the power of the nonlinear response

(denoted as Pnf), rather than its phase. The power Pnf is proportional to the squared amplitude of
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Figure 1.2: Conceptual framework of this thesis. Note that the color scheme in the top and bottom
diagrams is independent—colors do not share a common meaning between the two figures.

the corresponding Fourier component of BSC(t):

Pnf ∝ |Bnf |2 . (1.11)

Despite the absence of phase information, the power of the harmonic response serves as an

effective indicator of microwave-induced vortex motion. By correlating NFMMM measurements

with simulations, we gain deeper insight into the microscopic origins of nonlinear microwave

response in superconductors.
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1.6 Thesis Overview and Research Approach

Since the NFMMM is a homemade system, it is crucial to develop a detailed understanding

of what physically occurs beneath the probe. While experimental measurements provide direct

observations of the nonlinear response, interpreting these results requires a deeper theoretical

framework. To achieve this, we perform numerical simulations using toy models to gain insight

into vortex dynamics and the resulting nonlinear microwave response. These simulations allow us

to:

• Validate and interpret experimental measurements by comparing them with theoretical

predictions.

• Investigate how vortices respond to localized microwave excitation under different conditions.

• Extract meaningful physical quantities from the measured harmonic response.

Figure 1.2 summarizes the conceptual framework of this thesis. The Venn diagram (top)

illustrates the interdisciplinary nature of this work, which lies at the intersection of microwave

response, vortices in superconductors, and a microscopic measurement approach. The schematic

diagram (bottom) outlines the research methodology, integrating experimental data from NFMMM

with theoretical insights from time-dependent Ginzburg-Landau (TDGL) simulations. Note that

the color scheme in the top and bottom diagrams is independent—colors do not share a common

meaning between the two figures.

The “measurement technique development” part of Fig. 1.2 is discussed in Appendix B.

The main focus of this thesis is the remaining aspects shown in Figure 1.2, namely, performing

nonlinear response measurements with a homemade NFMMM, conducting TDGL simulations, and
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Figure 1.3: Overview of the thesis structure. See Sec. 1.7 for a detailed description.

extracting useful information about vortex dynamics. By combining experiment and simulation,

we ensure a more comprehensive understanding of how superconducting vortices interact with

localized rf magnetic fields, allowing us to extract valuable insights from the measured nonlinear

response.

1.7 Outline of the Thesis

This thesis is structured as follows (summarized in Fig. 1.3):

• Chapter 2 discusses the experimental setup of our Near-Field Magnetic Microwave Microscope

(NFMMM). This includes details of the microscope probe, rf signal delivery, detection

scheme, and spatial resolution, providing the necessary background for understanding the

experimental results presented in later chapters.
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• Chapter 3 introduces the theoretical framework of the Time-Dependent Ginzburg-Landau

(TDGL) theory and the simulation workflow used in this thesis. The chapter describes the

governing equations, numerical implementation, and boundary conditions for simulating

vortex dynamics under microwave excitation.

• Chapter 4 presents TDGL simulations of rf vortex nucleation caused by surface defects

and the resulting third-harmonic response (P3f).

• Chapter 5 presents the experimental results from seven Nb/Cu films intended for use in

SRF accelerator cavity applications, focusing on rf vortex nucleation induced by surface

defects through measurements of the third-harmonic response (P3f). This chapter compares

the films in terms of their effectiveness in suppressing rf vortex nucleation caused by surface

defects.

• Chapter 6 presents TDGL simulations of trapped vortex dynamics and the resulting second-

harmonic response (P2f).

• Chapter 7 presents experimental results on a Nb film with an antidot flux pinning array,

which is a prototype for flux moats used in superconducting digital and quantum computing

applications. The focus is on trapped vortex dynamics and pinning properties, which are

analyzed through measurements of the second-harmonic response (P2f).

• Chapter 8 concludes the thesis with a summary of key findings, implications for microwave

vortex dynamics, and potential directions for future research.

In addition to the seven Nb/Cu films studied in Chapter 5, third-harmonic response measurements

are also performed on two Nb3Sn films, as presented in Appendix E.
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The studies presented in Chapters 4 (simulations) and 5 (measurements) are published in

Ref. [6], while the work in Chapters 6 (simulations) and 7 (measurements) is covered in Ref. [7].

18



Chapter 2: Near-Field Magnetic Microwave Microscopy

2.1 Overview of Near-Field Microwave Microscopy

Near-field microwave microscopy (NFMM) is a type of scanning probe microscopy (SPM)

[41,42] that utilizes microwaves to probe the electrodynamic response of materials [39,40,43].

The term “near-field” refers to the regime where the characteristic length scales of electromagnetic

interactions, determined by the probe size and probe-sample separation, are much smaller than the

free-space wavelength of the radio-frequency (rf) signal used for measurement. For example, a 1

GHz electromagnetic wave has a free-space wavelength of 30 cm, whereas typical NFMM probe

sizes range from the nanoscale to the sub-micron scale.

By operating in the near-field regime, NFMM achieves subwavelength resolution beyond the

diffraction limit by positioning a sharp probe in close proximity to the sample. In this regime, the

electromagnetic field exhibits spatial variations dependent on the probe geometry and surrounding

environment, while its instantaneous value oscillates at the rf frequency.

NFMM typically operates in a reflectometry mode, where microwaves are transmitted to the

sample via a sharp probe, and the reflected signal is measured. This technique enables the study

of inhomogeneous electromagnetic properties with nanoscale resolution across the GHz regime.

Specifically, it is widely used for imaging local dielectric permittivity and electrical conductivity

in high-impedance samples [44–48]. Depending on the probe design, NFMM-sample coupling
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can be either capacitive (dominated by the electric field) or inductive (dominated by the magnetic

field).

NFMM of materials properties [39, 40, 43, 49–63] has also proven to be very helpful

in the study of superconducting microwave devices [4, 64–66]. For investigating the surface

electrodynamics of a superconductor, the central theme of this thesis, inductively coupled probes

are preferable, as they induce screening currents near the superconductor surface. Over the years,

multiple generations of near-field magnetic microwave microscopes (NFMMs with magnetically

dominated probe-sample coupling) have been developed in our group at UMD, as reviewed in

Sec. 2.2.

2.2 Previous Generations of Near-Field Magnetic Microwave Microscopes

Members of the Anlage lab have been studying both the linear and nonlinear responses of

superconductors using homemade near-field magnetic microwave microscopes (NFMMM) for

over two decades. During this time, the resolution of the microscope probe has been continuously

improved, and the experimental setup has undergone multiple upgrades.

The first NFMMM in our group was built by Sheng-Chiang Lee [23]. The microscope

consists of a driven resonant coaxial transmission line connected to a Cu loop (loop probe), formed

by shorting the inner conductor of a coaxial cable to the outer conductor. In addition to measuring

the linear response [23], Lee used the microscope to study the nonlinear response. Specifically, he

investigated the nonlinear Meissner effect [25] and imaged both the second-harmonic response

P2f and the third-harmonic response P3f across the grain boundary of a YBCO film [8, 24, 67].

Dragos Mircea used the loop probe-based microscope to study the third-harmonic response
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of a YBCO thin film [9]. In addition to measuring its amplitude, he also examined its phase and

found a significant temperature dependence for T near Tc.

The next iteration of the NFMMM utilizes a conventional hard disk drive magnetic writer

probe as its magnetic probe. This magnetic writer probe-based microscope was developed by

Tamin Tai and Dragos Mircea [27]. Tamin used it to study the third-harmonic response of bulk

Nb [10, 29]. Additionally, he investigated both the amplitude and phase of the linear response [30]

and the third-harmonic response [28] of Nb films.

Finally, Bakhrom Oripov used the magnetic writer probe-based microscope to study several

SRF-grade Nb samples [11, 68]. By measuring the third-harmonic response, he identified the

surface defects of these samples. Additionally, he performed calculations based on the current-

biased resistively shunted junction (RSJ) model [11] and numerical simulations based on the

time-dependent Ginzburg-Landau (TDGL) model [12] to better interpret the measurement results.

The near-field magnetic microwave microscope I use [6, 7, 69] is similar to those used by

Tai and Oripov. The magnetic writer probe, the core component of the microscope, is discussed in

Sec. 2.3. The cryostat, measurement circuit, and electronics of the microscope are described in

Sec. 2.4, and are similar to the Oripov setup [68].

2.3 Magnetic Writer Probe from Hard Disk Drive

The core component of our near-field magnetic microwave microscope is the magnetic

writer probe, originally designed for magnetic reading and writing in conventional hard disk drives

used in magnetic recording technology [70]. A magnetic writer consists of a magnetic medium

and a magnetic writer head, which encodes information by locally magnetizing the medium. The
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magnetic writer head is sub-micron in size and generates a localized magnetic field with both

longitudinal and perpendicular components. The probe is engineered to operate with a GHz

bandwidth.

In magnetic recording technology, the magnetic writer probe flips domains in a magnetized

medium and creates permanent changes to the medium. In our microwave microscope, the probe

is placed in a cryogenic environment and stimulated with GHz signals, and the material beneath it

is a superconductor rather than a magnetized medium. We investigate how the superconductor

responds when stimulated by the rf magnetic field generated by the probe.

Figure 2.1 presents images of the magnetic writer probe used in our near-field magnetic

microwave microscope. We received tens of magnetic writer probes from Javier Guzman of

Seagate Technology. As shown in Fig. 2.1(a), the probe consists of a slider, transmission lines, and

an aluminum assembly that holds these components together. The slider, as shown in Fig. 2.1(b),

houses the magnetic writer head, the primary functional element of the probe. The magnetic writer

head is capable of generating a localized rf magnetic field, making it particularly well-suited for

our microwave microscope. Figure 2.1(c) shows a scanning electron microscope (SEM) image of

the magnetic writer head, with the surrounding magnetic shielding highlighted by a yellow circle.

The yellow box in Fig. 2.1(c) provides a magnified view, focusing specifically on the magnetic

writer head.

In our microwave microscope setup, a coaxial connector is directly soldered to soldering

pads 3 and 4 at the end of the transmission lines of the probe. Figure 2.1(d) shows the soldering

pads of an unused probe, while Fig. 2.1(e) shows soldering pads 3 and 4 with solder applied on a

used probe. The connection can be checked by measuring the resistance between pads 3 and 4

which is Rwriter ≈ 6 Ω at room temperature.
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Figure 2.1: Images of the magnetic writer probe used in our near-field magnetic microwave
microscope. (a) Photograph of the magnetic writer probe. (b) Optical microscope image of the
slider region. (c) SEM image of the magnetic writer head. (d) Photograph of the soldering pads.
(e) Optical microscope image of soldering pads 3 and 4, showing solder connections to an SMA
coaxial connector (the connector is not shown here).
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Typical solder contains lead, which becomes superconducting below its critical temperature

of 7.2 K and thus can introduce unwanted nonlinearities for T < 7.2 K. To ensure that the

measured nonlinearity originates from the sample rather than the measurement circuit, we use

lead-free solder to connect the coaxial connector to the probe.

2.4 Experimental Setup

2.4.1 Overview of the Near-Field Magnetic Microwave Microscope Setup

The near-field magnetic microwave microscope setup consists of a magnetic writer probe

integrated into a dry cryostat purchased from Entropy. Figure 2.2(a) presents a schematic of the

setup, while Figs. 2.2(b) and (c) show photographs of the side and top views of the microscope

head. Figure 2.3 displays photographs of a typical experimental setup below the 4 K cold plate,

focusing on the microscope head. Figure 2.4 provides photographs of the Entropy cryostat and the

relevant electronics.

The Entropy cryostat (represented by the green dashed box in Fig. 2.2(a)) has three plates:

a room temperature top plate, a 70 K plate, and a 4 K cold plate. Each plate is equipped with a

corresponding vacuum can. The microscope head (see Fig. 2.2(b) and (c)) is positioned below,

and thermally anchored to, the 4 K cold plate (see Fig. 2.3). The superconducting sample and the

thermometer (close to the sample) are both directly mounted on the 4 K cold plate to ensure good

thermalization, as shown in Fig. 2.3. The base temperature for a sample in the cryostat is around

3.6 K.

A typical experimental setup below the 4 K cold plate is shown in Fig. 2.3. The superconducting

samples consist of seven Nb films deposited on a common Cu substrate, which are studied in
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Figure 2.2: Near-field magnetic microwave microscope integrated into a dry cryostat. (a)
Schematic of the microwave microscope, including both the room-temperature and cryogenic
components. (b) Side view and (c) top view of the microscope head, highlighted by the yellow
dashed box in (a).
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Figure 2.3: Photographs of a typical experimental setup. The superconducting samples are the
Nb/Cu films studied in Chapter 5. (a) Side view of the experimental setup below the 4 K cold
plate. (b) Close-up of (a), focusing on the microscope head and the superconducting samples.
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Figure 2.4: Photographs of the cryostat and relevant electronics. (a) Electronics setup (including
the microwave source, piezo controller, temperature controller, etc.) and magnetic shielding of
the cryostat. (b) Top view of the cryostat. (c) Close-up of selected electronics from (a). (d) The
cryostat, surrounded by the magnetic shielding shown in (a).
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Chapter 5. A Cernox thermometer is installed near the samples. A temperature controller

(Lakeshore 340) is used to control the sample temperature.

2.4.2 Scanning System

In the experimental setup, a Seagate magnetic writer probe is attached to a cryogenic

XYZ positioner (as shown in Fig. 2.2(b) and (c)) and employed in a scanning probe microscope

fashion. The scanning system consists of 3 individual cryogenic piezo linear nanopositioners (2

of ANPx101/RES/LT and 1 ANPz101/RES/LT) controlled by a ANC350/3/RES Piezo Motion

Controller. The nanopositioners and the controller are purchased from Attocube. Each positioner

has a built-in resistive encoder which can be used to read-out the current position of the positioner

with 200nm accuracy. Each positioner has a 5000µm travel range.

2.4.3 Probe-Sample Separation and Spatial Resolution

The probe is in contact with the sample during microwave measurements. However, the

surfaces of the probe and the sample are not perfectly flat, resulting in a finite probe-sample

separation h, which influences the spatial resolution of the microscope and the peak microwave

magnetic field experienced by the sample Bpk. The height h is estimated to be less than 1 micron,

andBpk is estimated to fall within the range of tens of mT for a 0 dBm input microwave power [11].

The spatial resolution of the microscope ranges from sub-micron to micron scale, depending on

the probe-sample separation, and the signal being analyzed.

The field of view of the probe is further discussed in Sec. 4.2.2, Sec. 6.3.3 and Sec. 7.6.2.

In Sec. 4.2.2, the distribution of the screening current induced by an rf dipole at the surface of
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bulk Nb obtained from numerical simulations is presented in Fig. 4.2 and Fig. 4.3(a), indicating a

field of view on the order of hundreds of nanometers. In Sec. 6.3.3, the point-spread function for

second-harmonic generation due to a trapped magnetic vortex obtained from numerical simulations

is presented in Fig. 6.2, indicating a field of view on the order of hundreds of nanometers. In

Sec. 7.6.2, the field of view for second-harmonic generation due to trapped DC magnetic vortices in

experimental settings is estimated using a Monte Carlo approach, yielding a value of approximately

1.1µm.

2.4.4 Microwave Circuit and Measurement Procedure

A schematic of the rf circuit setup is presented in Fig. 2.2(a). The process begins with the

production of a microwave signal Prfsin
2(ωt) at frequency f = ω/2π by a microwave source

(Keysight N5173B in the early stage of the research, later replaced by an HP 83620B). This

signal is then directed to the magnetic writer probe inside the cryostat through a series connection

of coaxial cables (filtering of the signals is discussed below). Notably, these include room-

temperature coaxial cables outside the cryostat and cryogenic coaxial cables inside the cryostat.

Thermal anchoring of the coaxial cables within the cryostat is ensured as they pass through the

70 K plate and the 4 K cold plate. The coaxial cable terminates with an SMA coaxial connector,

which is directly soldered to the pads at the end of the magnetic writer probe transmission lines

(see Figs. 2.2(b) and (c)). The probe then produces a local rf magnetic field Brfsin(ωt) that acts on

the sample surface. In response, the superconducting sample generates a time-dependent screening

current on the surface in an effort to maintain the Meissner state. The magnetic field associated

with this screening current is then coupled back to the same probe, creating a return propagating
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signal on the transmission line structure. This response signal shares the same cryogenic coaxial

cables with the input signal and is branched out by a directional coupler at room temperature.

The response signal consists of both linear and nonlinear components. The amplitude of

the third-harmonic component P3fsin
2(3ωt) is projected out with a spectrum analyzer (Agilent

E4407B in the early stage of the research, later replaced by an Aaronia RSA250X) at room

temperature. A 10 MHz reference signal is generated by the microwave source and sent to

the spectrum analyzer in order to synchronize the two instruments. This description applies

specifically to third-harmonic response (P3f) measurements, but the same procedure is followed

for second-harmonic response (P2f) measurements.

2.4.5 Filtering and Frequency Selection

To improve the signal-to-noise ratio, microwave filters are deployed in the following manner

(as shown in Fig. 2.2(a)). First, low-pass filters are installed between the microwave source and

the probe. These filters effectively block unwanted harmonic signals generated by the microwave

source. Given that the response signal comprises both linear and nonlinear components, the next

step involves the installation of high-pass filters between the probe and the spectrum analyzer. This

placement prevents the fundamental input frequency signal (linear response [30]) from reaching

the spectrum analyzer, thereby mitigating the generation of unwanted nonlinear signals. The

frequency windows of the low-pass filters and the high-pass filters are 0 - 2.2 GHz and 2.9 - 8.7

GHz, respectively. The input frequency f is selected to fall within the range of 1.1 GHz to 2.2

GHz based on these frequency windows. This strategic choice ensures optimal filtering conditions

and contributes to the overall improvement of the signal-to-noise ratio. This frequency range also
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includes the operating frequency of superconducting radio-frequency Nb accelerator cavities [5].

2.4.6 Measurement Conditions and Instrument Settings

Measurements are performed with a variety of fixed input frequencies f between 1.1 GHz

and 2.2 GHz, while temperature variations are explored within the range of 3.6 K to 20 K, and

input power is adjusted across the spectrum from -40 dBm to +5 dBm. Since the response signal

is precisely measured at a frequency of 3f in the spectrum analyzer, a narrow frequency span

of 100 Hz, centered around 3f , is sufficient. Both the resolution bandwidth (RBW) and the

video bandwidth (VBW) of the spectrum analyzer are set at 3 Hz. With this configuration of the

spectrum analyzer, the noise floor of the instrument is established at approximately -155 dBm,

corresponding to about 2× 105 photons/sec at 2 GHz.

Measurements of superconductor nonlinear response show tremendous dynamic range,

often more than 20 dB [10, 11, 27–29]. The excellent instrumental nonlinear background of

our measurements (∼ -155 dBm) allows for very sensitive measurements of superconductor

nonlinearity and its variation with temperature, driving rf power, location, and probe-sample

separation. Note that measurements are recorded in dBm and later converted to linear power for

further study.

2.4.7 Nonlinear Background Signal

The magnetic writer probe, serving as the probe in our microwave microscope, is composed

of magnetic materials that exhibit nonlinearity, constituting the primary background signal (probe

background) in the measurements of nonlinear response. The probe background is temperature-
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independent, as confirmed both by P3f measurements when the probe is not in contact with the

superconducting sample and by P3f measurements of a copper sample. The probe background

can be determined by performing measurements above Tc of the superconducting sample. In this

thesis, we study Nb samples, and Tc of Nb is around 9.3 K. In practice, probe background is

determined by averaging the magnitude of P3f(T ) between 9.5 K and 10 K.

Since the measured P3f is the superposition of the probe background and the sample

contribution, the probe background is subtracted from the total signal to isolate the sample

response. However, the total measured signal may be weaker than the probe background if it is

out of phase with the sample response. In the absence of phase information, we simply subtract

the probe background from the total signal in a scalar manner. This naive background subtraction

can result in negative P3f values.

The phase information can be obtained by conducting measurements with a vector network

analyzer [9, 28], which provides both amplitude and phase data, instead of a spectrum analyzer

that only measures amplitude. However, due to its superior noise floor (approximately -155 dBm),

we chose to use a spectrum analyzer for this work, rather than a vector network analyzer, which

has a noise floor of around -130 dBm.

2.4.8 Magnetometer and Magnetic Shielding

To monitor the residual DC magnetic field near the sample at low temperatures, a cryogenic

3-axis magnetometer (Bartington Cryomag-100) is installed below the 4 K cold plate, as shown in

Fig. 2.3(a). The magnetometer can operate at temperatures down to 2K and has a measurement

range of 100 µT. It outputs three analog voltages (±10 V), which are digitized using an analog-to-
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digital converter (National Instruments NI 9239 BNC, 4-channel, ±10 V) for computer readout.

During the measurements of the Nb/Cu films studied in Chapter 5, no magnetic shielding was

used, and the residual DC magnetic field near the sample at low temperatures was approximately

35 µT. Later, magnetic shielding was implemented (as shown in Fig. 2.4(a)) for measurements

of the antidot Nb film studied in Chapter 7. With magnetic shielding in place, the residual DC

magnetic field near the sample at low temperatures was reduced to approximately 2.1 µT, as

measured with the in-situ cryogenic 3-axis magnetometer.

2.4.9 Magnetic Coil for External Field Application

A magnetic coil is installed above the 4 K cold plate to generate an external DC magnetic

field for studying trapped vortices in the antidot Nb film (Chapter 7). The sample is mounted below

the 4 K cold plate and carefully aligned with the center of the magnetic coil to ensure uniform

magnetic field application. The coil is driven by a Keithley 224 Programmable Current Source,

capable of supplying stable DC currents from 0 to 100 mA. At its maximum current (100 mA),

the coil generates a DC magnetic field of approximately 2.55 mT at the sample location. Since

the magnetometer has a maximum measurement range of 100 µT, it is positioned sufficiently far

from the magnetic coil so that the magnetic field at its location remains below this limit during the

measurements described in Chapter 7.

After magnetic coil installation, the base temperature of the sample in the cryostat is

approximately 3.8 K.
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2.4.10 Final Remarks

Detailed operating procedures for the cryostat and the NFMMM are provided in Appendix A.

The NFMMM used in this thesis is based on a magnetic writer probe and has a spatial

resolution ranging from sub-micron to micron scale. To further enhance spatial resolution, in

addition to conducting measurements with this microscope, I have also worked on developing a

next-generation microwave microscope based on Atomic Force Microscopy (AFM) architecture.

Details on the early development of this new microscope are provided in Appendix B.
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Chapter 3: Time-Dependent Ginzburg-Landau Theory: Equations and Simulation

Framework

3.1 Introduction to the Time-Dependent Ginzburg-Landau Theory

Different theoretical frameworks describe and study superconductivity at various levels [1].

The London equations [71] and the two-fluid model [72] capture essential macroscopic properties

of superconductors, such as the Meissner effect, and relate the electric current density inside a

superconductor to the magnetic vector potential. The Bardeen-Cooper-Schrieffer (BCS) theory [2],

developed in 1957, provides a microscopic understanding of superconductivity by describing the

formation of Cooper pairs through electron-phonon interactions.

3.1.1 Phenomenological Ginzburg-Landau Theory

The Ginzburg-Landau (GL) theory (see Chapter 4 in Ref. [3]), in contrast, is a phenomenological

approach that describes the superconducting phase transition from a thermodynamic perspective.

It is a mean-field theory that is built upon a general approach to the theory of second-order phase

transitions which Landau developed in the 1930s. In the GL theory, the superconducting phase is

characterized by a complex order parameter, ψ(x, y, z) = |ψ(x, y, z)|eiθ(x,y,z), which is zero in the

normal state above the critical temperature Tc and becomes nonzero below Tc. Since ψ is a spatially
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varying function, namely ψ = ψ(x, y, z), it naturally accounts for inhomogeneous superconducting

structures, including vortices [73]. Moreover, because ψ describes superconductivity as a

macroscopic quantum state, the model inherently predicts magnetic flux quantization in vortices.

Roughly speaking, |ψ(x, y, z)| can be interpreted as the local strength of superconductivity

at (x, y, z). In particular, |ψ(x, y, z)| decreases significantly at the core of a vortex, where

superconductivity is strongly suppressed.

3.1.2 Time-Dependent Ginzburg-Landau Theory

By extending the GL theory to include time dependence, namely ψ = ψ(x, y, z, t), one

obtains the time-dependent Ginzburg-Landau (TDGL) theory, which provides a dynamical

description of superconducting phenomena. The fundamental equations of TDGL, which govern

the temporal evolution of ψ and its coupling to electromagnetic fields, are discussed in Sec. 3.2.

TDGL is a widely used framework for studying vortex dynamics in superconductors

[12,74–83], as it naturally accounts for both spatial and temporal variations of the superconducting

order parameter, ψ = ψ(x, y, z, t). This capability makes TDGL particularly well-suited for

investigating vortex motion, interactions, and pinning effects in type-II superconductors. Furthermore,

the proximity effect is incorporated naturally in TDGL simulations. Due to these advantages, this

thesis employs numerical simulations based on TDGL to explore vortex dynamics in superconductors

through a series of toy models.
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3.2 Fundamental Equations of TDGL

3.2.1 Ginzburg-Landau Theory

The basic postulate of the GL theory is that if ψ is small and varies slowly in space, the

Ginzburg-Landau free energy FGL of a superconductor can be expanded in a series as [1]

FGL =
−1

2m∗
|(−iℏ∇− e∗A)ψ|2 + α |ψ|2 + β

2
|ψ|4 + 1

2µ0

|∇ × A−Bext|2 . (3.1)

Here e∗ = 2e is the charge of the Cooper pair, m∗ = 2me is the mass of the Cooper pair,

ψ is the order parameter, A is the total vector potential (arising from both external and self-

generated sources), Bext is the external magnetic field, and both α and β are material-specific

phenomenological parameters.

The two parameters α and β can be related to the penetration depth λ and the thermodynamic

critical field Bc by

λ =

√
m∗β

µ0e2∗ |α|
(3.2)

and

Bc =

√
µ0 |α|√
β

. (3.3)

The GL theory is valid only near Tc. In this regime (T ≲ Tc), the coefficient β remains a

positive constant, while α follows the temperature dependence

α(T ) = α0

(
1− T

Tc

)
, (3.4)
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where α0 is a negative constant.

In the absence of fields and gradients, we have

FGL = α |ψ|2 + β

2
|ψ|4 . (3.5)

The minimum of this free energy occurs when

|ψ|2 = |ψ∞|2 = −α
β
. (3.6)

The notation ψ∞ is conventionally used because ψ approaches this value infinitely deep in the

interior of the superconductor, where fields and currents go to zero and the equilibrium value of ψ

is achieved. The normalized order parameter is typically defined as ψ/ψ∞, with its magnitude

ranging from 0 to 1.

3.2.2 Time Evolution and the First TDGL Equation

The time evolution of the order parameter ψ can be introduced by considering its relaxation

dynamics following a small perturbation from equilibrium. In the TDGL framework, these

relaxation dynamics are assumed to be governed by the following equation [1, 84]:

−γ
(
∂

∂t
+ i

e∗
ℏ
Φ

)
ψ =

δFGL

δψ∗ .
(3.7)
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Here Φ is the electric potential, and γ = πℏ|α|
8kB(Tc−T )

plays the role of a friction coefficient. This

variational problem leads to the dynamics of ψ as (the first TDGL equation)

γ

(
∂

∂t
+ i

e∗
ℏ
Φ

)
ψ =

−1

2m∗
(−iℏ∇− e∗A)

2 ψ − αψ − β |ψ|2 ψ. (3.8)

3.2.3 Derivation of the Second TDGL Equation

Now consider the Ampère’s law

∇×B = µ0J + µ0ϵ0
∂E

∂t
. (3.9)

Assume the displacement current term (µ0ϵ0
∂E
∂t

) is negligible, and we have

∇×B = µ0J. (3.10)

Apply Eq. 3.10 to the current JSC and the magnetic field BSC generated by the superconductor,

and we get

∇×BSC = µ0JSC. (3.11)

The total magnetic field B is the combination of the external magnetic field Bext and the magnetic

field generated by the superconductor BSC, and hence we have

BSC = B −Bext = ∇× A−Bext. (3.12)
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The current generated by the superconductor JSC is the combination of the supercurrent Js and the

normal current Jn

JSC = Js + Jn. (3.13)

Combine Eqs. 3.11, 3.12, and 3.13, and we obtain

∇× (∇× A−Bext) = µ0 (Js + Jn) . (3.14)

The supercurrent Js and the normal current Jn are given by

Js =
−iℏe∗
2m∗

(ψ∗∇ψ − ψ∇ψ∗)− e2∗
m∗

|ψ|2A (3.15)

and

Jn = σE = σ

(
−∇Φ− ∂A

∂t

)
. (3.16)

Here σ is the electric conductivity of the normal state. Combine Eqs. 3.14, 3.15, and 3.16, and the

Ampere’s law now reads

∇× (∇× A−Bext) = µ0

[
−iℏe∗
2m∗

(ψ∗∇ψ − ψ∇ψ∗)− e2∗
m∗

|ψ|2A+ σ

(
−∇Φ− ∂A

∂t

)]
.

(3.17)

Rearrange the time derivative of A to the left-hand side and we get the dynamics of A (the second

TDGL equation)

σ

(
∇Φ+

∂A

∂t

)
=

−iℏe∗
2m∗

(ψ∗∇ψ − ψ∇ψ∗)− e2∗
m∗

|ψ|2A− 1

µ0

∇× (∇× A−Bext) . (3.18)
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3.2.4 Final Form of the TDGL Equations

The scenarios of interest involve stimulating the superconductor with an oscillating magnetic

field; therefore, no external current is present inside the superconductor. In other words,

∇×Bext = µ0Jext = 0 (3.19)

in the superconducting domain. In addition, we choose the gauge such that the scalar potential is

zero

Φ = 0. (3.20)

Combine Eqs. 3.8, 3.18, 3.19, and 3.20, the two TDGL equations in the superconducting

domain become

γ
∂ψ

∂t
=

−1

2m∗
(−iℏ∇− e∗A)

2 ψ − αψ − β |ψ|2 ψ (3.21)

and

σ
∂A

∂t
=
−iℏe∗
2m∗

(ψ∗∇ψ − ψ∇ψ∗)− e2∗
m∗

|ψ|2A− 1

µ0

∇×∇× A. (3.22)

The two TDGL equations (Eqs. 3.21 and 3.22) form a set of coupled nonlinear partial

differential equations that govern the dynamics of the order parameter ψ(x, y, z, t) and the

electromagnetic field A(x, y, z, t) inside the superconductor. Notably, Maxwell’s equations are

inherently included, as Eq. 3.22 originates from Ampère’s law.
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In numerical simulations, we solve for the full dynamics of (ψ,A), including both its spatial

variation and time evolution, using Eqs. 3.21 and 3.22. This allows us to track how the order

parameter and electromagnetic field evolve in space and time. The computed results of (ψ,A) are

then used to compute the nonlinear response. The details of the simulation setup are provided in

Sec. 3.4.

In practice, the dimensionless form of the two TDGL equations (Eqs. 3.21 and 3.22) is used

in numerical simulations. Different choices of dimensionless scaling, corresponding to different

changes of variables, lead to distinct forms of the dimensionless TDGL equations. This thesis

employs two different dimensionless formulations for simulations, both of which are presented in

Appendix C.

The TDGL simulations in this thesis are performed using COMSOL Multiphysics. The

implementation details of these simulations in COMSOL are provided in Appendix D.

3.3 Useful Equations for TDGL Simulations and Analysis

In this section, we provide some useful equations for TDGL simulations and analysis.

The coherence length ξ characterizes the length scale over which the order parameter ψ

varies spatially. In the GL theory, it is given by

ξ =
ℏ√

2m∗ |α|
. (3.23)

The penetration depth λ characterizes the length scale over which the magnetic field B varies
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spatially. Their ratio, known as the Ginzburg-Landau parameter, is defined as

κ =
λ

ξ
. (3.24)

A superconductor is type-I if κ < 1√
2

and is type-II if κ > 1√
2
.

The diffusion coefficient D can be related to γ by

γ =
ℏ2

2m∗D
. (3.25)

The Ginzburg-Landau order parameter relaxation time τGL is given by

τGL =
ξ2

D
=

πℏ
8kB (Tc − T )

=
(
3 · 10−12 s

)( K

Tc − T

)
, (3.26)

Note that the dynamics of a superconductor driven by an rf field at a few GHz ( 1
1 GHz

= 10−9 s)

typically falls within the adiabatic limit, defined by 1
f
≫ τGL, where f is the frequency of the

rf field. This condition holds unless the temperature is extremely close to Tc, specifically when

Tc − T < 10−2 K.

For stimulations in the THz regime, the period of oscillation becomes comparable to the

relaxation timescale of the Ginzburg-Landau order parameter. As a result, the dynamics of a

superconductor driven by a THz field are no longer adiabatic.

The temperature dependence of some key quantities is discussed below. Note that the GL

theory is valid only for T ≈ Tc, and therefore, these temperature dependencies hold only in this

43



regime.

ξ(T ) ≈ ξ(T = 0)√
1− T

Tc

. (3.27)

λ(T ) ≈ λ(T = 0)√
1−

(
T
Tc

)4 . (3.28)

κ(T ) ≈ κ(T = 0). (3.29)

ψ∞(T ) ≈

√
1−

(
T

Tc

)4

ψ∞(T = 0). (3.30)

Bc(T ) ≈

[
1−

(
T

Tc

)2
]
Bc(T = 0). (3.31)

3.4 Simulation Setup

3.4.1 Modeling the Localized rf Magnetic Field: rf Magnetic Dipole Model

In our microwave microscope measurements, a superconducting sample is stimulated by

a localized rf magnetic field generated by the microscope probe (a magnetic writer head), as

described in Sec. 2.3 and Sec. 2.4. To better understand the superconductor dynamics beneath the

probe, we replicate this scenario in TDGL simulations using toy models.

The rf magnetic field produced by the probe is non-uniform and contains both longitudinal

and perpendicular components [70]. Its exact configuration is complex and depends on the detailed

design of the magnetic writer, which is not available in the open literature and therefore is beyond

the scope of this study. The objective of the TDGL simulations in this thesis is to qualitatively,

rather than quantitatively, understand the superconducting dynamics beneath the probe and the

resulting nonlinear responses collected by the probe, which arise from time-dependent screening
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Figure 3.1: Schematic of an rf magnetic dipole positioned above a superconducting sample. The
blue double arrow represents the rf magnetic dipole. The black curve (Brf ) represents the rf
magnetic field generated by the dipole.

currents and magnetic fields generated by the sample. Accurately reproducing the detailed field

configuration of the microscope probe is not the goal. Instead, we focus on modeling a localized

magnetic field that captures the essential characteristic of the actual probe field: the presence of

both longitudinal and perpendicular components. To this end, we approximate the probe field

using the magnetic field of a point dipole oriented parallel to the superconducting surface, which

provides a reasonable and physically motivated toy model for our simulations.

Figure 3.1 presents a schematic of an rf magnetic dipole positioned above a superconducting

sample (the rf magnetic dipole model). The blue double arrow represents the rf dipole. The black

curve (Brf ) represents the rf magnetic field generated by the dipole. Since the superconducting

sample experiences both longitudinal and perpendicular components of the rf magnetic field, this

dipole model serves as a reasonable approximation of the applied magnetic field distribution
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beneath the magnetic writer head. For simplicity, the term “rf dipole” will hereafter refer to the rf

magnetic point dipole.

It is worth noting that the detailed field configuration of the microscope probe, as well

as losses in the measurement circuit due to imperfections, are not included in the rf dipole

model. This is because the primary objective of the TDGL simulations is to capture the qualitative

behavior—rather than quantitative accuracy—of the nonlinear responses collected by the microscope

probe.

It is important to note that the rf dipole serves two purposes: (1) it illuminates the sample

with a sinusoidal magnetic field at frequency f , and (2) it picks up a complex time-domain signal

from the superconductor, which includes frequency responses at f , 2f , 3f , etc.

Experimentally, the time dependence of the superconducting order parameter is not measured

directly. Instead, the probe (modeled as an rf dipole in simulations) detects the magnetic

fields generated by the sample, which arise from time-dependent screening currents within the

superconductor.

3.4.2 Simulation Domain and External Field

Figure 3.2 presents a schematic of the simulation setup. The simulation consists of two

domains (both are cylindrical): a vacuum domain occupying the z > 0 region and a smooth, flat

superconducting sample occupying the z < 0 region.

The probe is approximated as a pointlike magnetic dipole located at (xdp, ydp, hdp) =

(0, 0, 400 nm). The dipole is oriented along the x-direction and has a sinusoidal time-dependent

46



Figure 3.2: Schematic of the simulation setup. (a) Three-dimensional view. (b) Side view
illustrating the spatial arrangement of the rf dipole (blue double arrow) positioned above a
superconducting sample (green cylinder), with a vacuum region (yellow cylinder) above. The
rf dipole is modeled as a point source located at (xdp, ydp, hdp) = (0, 0, hdp), with its magnetic
moment oscillating in the x-direction. The red point at (0, 0, 0) marks the location in the sample
experiencing the strongest rf magnetic field.
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magnetic moment M(t) given by

M(t) = (Mdp sin(ωt), 0, 0), (3.32)

where the frequency is f = ω/2π = 1.7 GHz. The magnetic field Bdp and the vector potential

Adp produced by the point dipole (the external field in the simulations) are

Bdp =
µ0

4π

1

r3
[3(M · r̂)r̂ −M ] (3.33)

and

Adp =
µ0

4π

M × r

r3
, (3.34)

where r = (x− xdp, y − ydp, z − hdp).

To quantify the strength of the rf magnetic field, we define Bpk as the peak rf magnetic field

amplitude experienced by the superconductor. The strongest field occurs at (x, y, z) = (0, 0, 0)

within the sample; therefore, Bpk represents the rf field amplitude at this location.

Since the rf field is highly localized, non-trivial sample dynamics, such as vortex nucleation,

are expected to occur only in the region directly beneath the rf dipole (i.e., near (x, y, z) = (0, 0, 0)).

In contrast, regions far from the rf dipole remain in the vortex-free Meissner state.

3.4.3 Boundary Conditions and Numerical Implementation

Figure 3.3 presents a schematic of the “multi-domain 3D simulations”, illustrating the

equations solved in each domain and the imposed boundary conditions. The model is inhomogeneous

in that it consists of two distinct domains: a vacuum domain, which hosts the rf dipole as a source
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Figure 3.3: Schematic of the multi-domain 3D simulations, illustrating the equations solved
in each region and the imposed boundary conditions. The total vector potential is given by
A = Adp + ASC. In the vacuum domain (top region), Maxwell’s equations are solved, with ASC

satisfying ∇×∇× ASC = 0. The superconducting domain (bottom region) hosts the coupled
TDGL and Maxwell’s equations, where ASC obeys ∇ × ∇ × ASC = µ0(Js + Jn). Boundary
conditions (indicated by the colorful lines) are applied to all surfaces of the two domains, including
the vacuum-superconductor interface.
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of high-frequency magnetic fields (as illustrated in Fig. 3.2), and a superconducting domain.

Note that the total vector potentialA consists of two contributions: the dipole vector potential

Adp and the superconducting response ASC. That is,

A = Adp + ASC. (3.35)

Since Adp is known (see Eqs. 3.34), the quantity that must be solved for is ASC rather than A.

In the vacuum domain (top region in Fig. 3.3), Maxwell’s equations are solved, with ASC

satisfying ∇ × ∇ × ASC = 0. In the superconducting domain (bottom region in Fig. 3.3), the

coupled TDGL and Maxwell’s equations are solved, whereASC obeys ∇×∇×ASC = µ0(Js+Jn).

The simulation domain is finite, and no periodic boundary conditions are imposed. However, since

primary non-trivial sample dynamics occur near the origin, finite-size effects are mitigated by

selecting a sufficiently large simulation domain and applying appropriate boundary conditions.

The boundary conditions (indicated by the colorful lines in Fig. 3.3) are applied to all surfaces of

the two domains, including the vacuum-superconductor interface.

In regions far from the rf dipole, the total magnetic field is very weak and is approximated

as zero, as indicated by the blue lines in Fig. 3.3. The presence of the rf dipole is incorporated

through an appropriate boundary condition. Specifically, we impose A = Adp at the top surface of

the vacuum domain, as indicated by the yellow line in Fig. 3.3.

Any current passing through the boundary between a superconductor and a vacuum is

unphysical. Therefore, the boundary conditions must be enforced along the entire enclosing

boundary ∂Ω of the superconducting simulation domain, including the sides and bottom surfaces.
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Specifically, we expect [12]

J · n̂ = 0 on ∂Ω. (3.36)

Here n̂ is the unit vector normal to the boundary. Recall that the supercurrent Js is (see Eq. 3.15)

Js =
−iℏe∗
2m∗

(ψ∗∇ψ − ψ∇ψ∗)− e2∗
m∗

|ψ|2A. (3.37)

The boundary condition in Eq. 3.36 should apply to Js and remain valid even when A = 0, which

leads to

∇ψ · n̂ = 0 on ∂Ω. (3.38)

Combine Eqs. 3.36, 3.15, and 3.38 and we obtain

A · n̂ = 0 on ∂Ω. (3.39)

Equations 3.38 (as indicated by the green rectangle in Fig. 3.3) and 3.39 (as indicated by the red

rectangle in Fig. 3.3) are applied as the boundary conditions along the entire enclosing boundary

∂Ω of the superconducting simulation domain.

3.4.4 Comparison with Other TDGL Approaches

Many TDGL treatments assume a two-dimensional sample with fields that are uniform along

the third dimension. This oversimplification introduces “artificial features that extend uniformly”

in the third dimension, leading to infinitely long vortices in the superconductor. In contrast,

our approach employs “multi-domain 3D simulations”, which do not rely on such unrealistic
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assumptions. However, these fully three-dimensional TDGL simulations are computationally

demanding in terms of both memory usage and processing time.

In our case, since the superconductor is subjected to a time-dependent and inhomogeneous

rf magnetic field, the full TDGL equations must be solved. Unlike many simplified models, we do

not assume or impose any spatial symmetries. Instead, we explicitly solve Maxwell’s equations

both in free space above the superconductor and within the superconducting region [12].

3.5 Workflow of TDGL Simulations

3.5.1 Overview of the Simulation Process

This section discusses the typical workflow of the TDGL simulations, summarized in

Fig. 3.4.

In the simulations, TDGL is used to calculate the time evolution of the order parameter ψ

and the vector potential A as the superconducting sample is stimulated by the time-dependent

rf field produced by the horizontal point dipole above it. The process begins by solving the

TDGL equations with initial conditions (I.C.) and boundary conditions (B.C.), where the boundary

conditions are detailed in Sec. 3.4. For the initial conditions, we apply the rf magnetic field starting

at t = 0, and set ψ = ψ∞ throughout the entire superconducting domain.

Note that for the electromagnetic field degree of freedom, instead of solving for the total

vector potential A, we solve for the superconducting response ASC, since the dipole contribution

Adp is known, as discussed in Sec. 3.4.
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Figure 3.4: Schematic workflow of the TDGL simulations. The process begins by solving the
TDGL equations with initial conditions (I.C.) and boundary conditions (B.C.) over multiple rf
cycles until steady state is achieved, and ends with extracting the nonlinear response with Fourier
transform.
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3.5.2 Time Evolution and Steady-State Solution

During the time evolution, the superconductor dynamics initially undergoes a transient

state before converging to a steady state. To ensure that the system reaches this steady state, the

simulation is run for several rf cycles. The steady-state solutions, (ψ,ASC)steady, are then collected

during the final rf cycle.

The rate at which the superconductor dynamics converges to its steady state depends on the

type of dynamics under consideration. For the nucleation of rf vortex semi-loops, as discussed

in Chapter 4, the dynamics converges relatively quickly. In this case, the simulation is run for

two rf cycles, and (ψ,ASC) is collected during the second rf cycle and treated as (ψ,ASC)steady.

Conversely, for the dynamics of trapped vortices, as discussed in Chapter 6, convergence is slower.

Here, the simulation is run for five rf cycles, and (ψ,ASC) is collected during the fifth rf cycle and

treated as (ψ,ASC)steady.

3.5.3 Extracting the Superconductor Response

In our microwave microscope measurements, the response of the superconducting sample is

collected using the microscope probe, which is modeled as an rf dipole in TDGL simulations. To

compare the simulation results with experimental data, we evaluate the superconductor response

at the location of the rf dipole (xdp, ydp, hdp), and denote its x-component as Bdp location
SC . Since

the microscope probe is modeled as an rf dipole oriented along the x-direction, we focus on the

x-component of the superconductor response in our analysis. In experiments, it is assumed that the

time-varying magnetic field at the probe, which corresponds to Bdp location
SC in TDGL simulations,

induces a voltage wave that propagates to a spectrum analyzer at room temperature. The procedure
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for obtaining Bdp location
SC is discussed below.

The superconducting current density JSC(x, y, z, t) is computed using

JSC =
1

µ0

∇×BSC =
1

µ0

∇×∇× ASC, (3.40)

where the steady-state vector potential, ASCsteady
(x, y, z, t), is used in place of ASC(x, y, z, t).

The next step is to integrate JSC(x, y, z, t) over the entire superconducting domain to obtain

Bdp location
SC (t) via the Biot-Savart law.

The Biot-Savart law is used to compute the magnetic field contribution at the location of the

rf dipole based on the superconducting current density JSC(x, y, z, t). The field at a given point r

is obtained by integrating over the entire superconducting domain:

Bdp location
SC (t) =

µ0

4π

∫
Ω

JSC(r
′, t)× (r− r′)

|r− r′|3
dV ′, (3.41)

where r is the observation point (i.e., the location of the rf dipole), r′ represents points within

the superconducting volume Ω, and JSC(r′, t) is the superconducting current density at r′. The

integral is evaluated over the entire superconducting region.

All these computations are performed within COMSOL Multiphysics. We then output

Bdp location
SC (t), the superconductor response at the location of the rf dipole based on the dynamics

observed during the last rf cycle. The nonlinear response of the superconductor is then analyzed

by post-processing Bdp location
SC (t) via Fourier transform.
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3.5.4 Fourier Analysis and Nonlinear Response

The Fourier expansion of Bdp location
SC (t) can be expressed as

Bdp location
SC (t) = B0 +B1fsin(ωt+ θ1) +B2fsin(2ωt+ θ2) +B3fsin(3ωt+ θ3) + . . . (3.42)

where B0 represents the DC component, and Bnf and θn correspond to the amplitude and phase of

the nth harmonic component, respectively.

Finally, the power of the nth-harmonic response, denoted as Pnf , is proportional to the

squared amplitude of the corresponding Fourier component:

Pnf ∝ |Bnf |2 . (3.43)

Notably, Pnf is the quantity measured in experiments (second-harmonic response P2f and third-

harmonic response P3f , in particular) and serves as the basis for comparing TDGL simulations

with experimental results.

3.6 Toy Model Setup: Superconducting Nb with Local Defects

3.6.1 Introduction to Local Defects

The superconducting samples studied in this thesis are Nb films. From the perspective

of vortex dynamics, these Nb films are not defect-free or perfectly homogeneous; instead, they

contain local defects that influence vortex behavior. Specifically, Chapters 4 and 5 investigate rf

vortex nucleation induced by surface defects in Nb/Cu films, while Chapters 6 and 7 focus on the
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dynamics of trapped vortices pinned by pinning sites. Consequently, in the TDGL simulations, the

superconducting domain is modeled as Nb with local defects.

3.6.2 Modeling Local Defects in TDGL Simulations

In the toy models studied in this thesis, local defects are modeled as regions composed of a

low-Tc impurity phase. In other words, the superconducting domain consists of both Nb and a

low-Tc impurity phase, making it inhomogeneous.

Equations 3.21 and 3.22 are applied to both the Nb region and the low-Tc impurity phase

region, with inhomogeneity incorporated through the spatial variation of five material-specific

parameters: Tc, α, β, γ, and σ. In practice, the values of α and β are determined for a given choice

of λ and Bc using Eqs. 3.2 and 3.3.

3.6.3 Material Parameters of Toy Models

Material parameters (penetration depth λ, Ginzburg-Landau parameter κ, etc.) of Nb films

vary from one sample to another. For simplicity, in the TDGL simulations, the Nb region adopts

the material parameters of bulk Nb, as listed in the first row of Table 1 in Ref. [85]. These adopted

values are summarized in the “Nb” sector of Table 3.1.

The choice of material parameters for the low-Tc impurity phase in the toy models is now

discussed. For simplicity, the normal state conductivity of the low-Tc impurity phase is set equal to

that of Nb. The transition temperature of the impurity phase is chosen as 3 K. Since the penetration

depth of the impurity phase is expected to be larger than that of Nb (40 nm), it is set to 90 nm.

Since the thermodynamic critical field of the impurity phase is expected to be lower than that of
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Parameter name Symbol Value
Dipole height hdp 400 nm

Period of applied rf field 1
f

5.88 · 10−10 s

Nb
Critical Temperature TNb

c 9.3 K
Penetration depth λNb 40 nm
Critical field BNb

c 200 mT

impurity
Critical Temperature T impurity

c 3.0 K
Penetration depth λimpurity 90 nm
Critical field Bimpurity

c 120 mT

Table 3.1: Values of parameters used in TDGL simulations. The superconducting domain of the
toy models contains Nb and the low-Tc impurity phase.

Nb (200 mT), it is set to 120 mT. The parameters used in the TDGL simulations are summarized

in Table 3.1, where the “impurity” sector specifies the material parameters of the low-Tc impurity

phase region in the toy models.
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Chapter 4: TDGL Modeling of rf Vortex Nucleation and Third-Harmonic Response

The studies presented in this chapter are published in Ref. [6].

4.1 Introduction

The objective of this chapter is to investigate the third-harmonic response (P3f) arising

from rf vortex nucleation at surface defects through numerical simulations. These simulations

provide key insights into the underlying mechanisms of P3f , which will be used to interpret the

experimental results presented in Chapter 5. The framework for the TDGL simulations used in

this study is detailed in Chapter 3.

To establish a foundation for understanding rf vortex nucleation and nonlinear response,

we first examine the case of a defect-free bulk Nb sample (Tc = 9.3 K) in Sec. 4.2. We then

introduce a phenomenological surface defect toy model (Sec. 4.3) and analyze the key features

of the resulting P3f (Sec. 4.4). In particular, we show that the temperature and rf field amplitude

dependence of P3f can be qualitatively explained by two parameters of the toy model: (1) the

depth to which an rf vortex semi-loop penetrates a sample through a surface defect and (2) the

number of surface defects that nucleate rf vortices in each half of the rf cycle. These effects are

explored in Secs. 4.5 and 4.6.

In the simulations, the external field is a localized rf magnetic field generated by an rf dipole
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(see Fig. 3.1). Unlike infinitely extended vortices, the vortices nucleated by the rf dipole are

finite-sized magnetic vortex semi-loops (rf vortex semi-loops), which are thought to be the generic

types of rf vortex excitations created at the surface of SRF cavities [11, 12, 86].

4.2 Defect-Free Bulk Nb

4.2.1 Time-Domain Analysis of rf Vortex Dynamics

Unlike a DC vortex whose behavior shows no time dependence, an rf vortex shows non-

trivial dynamics, and should be examined in a time-domain manner. Recall that the transient

nature of rf vortices is illustrated in Fig. 1.1. Here we demonstrate the time-domain analysis

(focusing on the dynamics of rf vortices) for a specific rf field amplitude (Bpk = 61.6 mT) and

a specific temperature (8.23 K). Material parameters of Nb are used in the defect-free bulk Nb

simulations. See Table 3.1.

The dynamics of rf vortex semi-loops for bulk Nb during the first half of an rf cycle

(frequency=1.7 GHz, period=5.88 × 10−10s) is shown in Fig. 4.1, for a fixed rf field amplitude

(Bpk = 61.6 mT) and a fixed temperature (8.23 K). Figure 4.1 (a)-(g) show the space and

time dependence of the square of the normalized order parameter (|ψ/ψ∞|2) (here 1 means full

superconductivity and 0 means no superconductivity); the black region is where |ψ/ψ∞|2 < 0.03.

Since the order parameter is suppressed significantly at the center of a vortex core, a vortex can be

visualized by tracking the black region. Here ψ∞ = ψ∞(T ) is the value of the order parameter

deep inside bulk Nb at temperature T.

In the early stage of the rf cycle, there is no rf vortex (Fig. 4.1 (a) and (b)), and then an rf

vortex semi-loop that is parallel to the direction of the rf dipole (which points in the x-direction)
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Figure 4.1: Time-domain analysis for the dynamics of rf vortex semi-loops in bulk Nb. A time-
dependent magnetic moment (rf dipole) is 400 nm above the superconductor surface, pointing
in the x-direction, and producing Bpk = 61.6 mT at T=8.23 K. (a)-(f) show the square of the
normalized order parameter (|ψ/ψ∞|2) on the XZ plane cross-section at different times during the
first half of the rf cycle. The black region is where |ψ/ψ∞|2 < 0.03. (g) shows |ψ/ψ∞|2 on the
YZ plane cross-section at the same moment as (d). (h) rf field at (x, y, z) = (0, 0, 0) versus time
during the first half of the rf cycle. (i) Phase change for a closed contour (on the YZ plane) that
is large enough to enclose the entire non-trivial region. Red crosses in (h) and (i) correspond to
snapshots (a)-(g).
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shows up (Fig. 4.1 (c), (d), (e) and (g)). The rf vortex semi-loop disappears later in the rf cycle

(Fig. 4.1 (f)).

Besides examining the spatial distribution of the order parameter, another signature of

vortices is the phase of the order parameter. Because Ginzburg-Landau theory is based on the

existence of a single-valued complex superconducting order parameter (ψ = |ψ|eiθ), the phase θ

must change by integral multiples of 2π in making a closed contour (see equation (4.45) in [1]),

namely ∮
ds · ∇θ = 2πN, (4.1)

where N is a positive or negative integer, or zero. The integral 1
2π

∮
ds · ∇θ is quantized, and

corresponds to the number of vortices enclosed by the closed contour.

Figure 4.1 (i) shows the value of the integral 1
2π

∮
ds · ∇θ (namely ∆θ/2π) as a function of

time. The contour is on the YZ plane and is large enough to enclose the entire non-trivial region.

Note that Figs. 4.1 (h) and (i) share a common horizontal axis. Based on Fig. 4.1 (i), there are no

vortices at the moments of (a), (b) and (f), and there is one vortex at the moments of (c), (d) and

(e), which agrees with the order parameter analysis (Fig. 4.1 (a)-(g)).

The time-domain analysis described here (space and time dependence of the order parameter

(Fig. 4.1 (a)-(g)) and ∆θ/2π (Fig. 4.1 (i))) is applied to all TDGL simulations in this chapter

whenever we check whether or not there are rf vortex semi-loops.

4.2.2 Screening Current Distribution and Superconductor Response

In addition to the spatial and temporal behavior of the order parameter, it is also informative

to examine the screening current density Jsc.
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Figure 4.2: Spatial distribution of the screening current density Jsc(x, y) at the surface (z = 0)
of bulk Nb, obtained from a TDGL simulation. The superconductor is subjected to a localized rf
magnetic field generated by a time-dependent magnetic moment (rf dipole) located 400 nm above
the superconductor surface, oriented along the x-direction, and producing a peak field amplitude
of Bpk = 61.6 mT. The simulation is performed at a temperature of T = 7.77 K, under which the
superconductor remains in the Meissner state (no rf vortex semi-loops). The snapshot is taken
at t = π/2, corresponding to the moment when the rf field reaches its maximum. The origin
(x, y) = (0, 0) is at the center of the image. The color scale represents the magnitude of Jsc in
arbitrary units (a.u.).
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Figure 4.2 shows the spatial distribution of the screening current density Jsc(x, y) at the

surface (z = 0) of bulk Nb, obtained from a TDGL simulation. The superconductor is subjected to

a localized rf magnetic field generated by a time-dependent magnetic moment (rf dipole) located

400 nm above the superconductor surface, oriented along the x-direction, and producing a peak

field amplitude of Bpk = 61.6 mT. The simulation is performed at a temperature of T = 7.77

K, under which the superconductor remains in the Meissner state (no rf vortex semi-loops). The

snapshot is taken at t = π/2, corresponding to the moment when the rf field reaches its maximum.

The origin (x, y) = (0, 0) is at the center of the image. The color scale represents the magnitude

of Jsc in arbitrary units (a.u.).

The red region in Fig. 4.2 corresponds to areas of strong screening current. The screening

current distribution shown in Fig. 4.2 indicates that the field of view of the rf dipole—corresponding

to the microwave microscope probe used in experiments—is confined to sub-micron length scales.

Figure 4.3(a) shows the TDGL simulation result of the spatial distribution of the screening

current density Jsc(x, y) at the surface (z = 0) of bulk Nb, subjected to a localized rf magnetic

field. The field is generated by a time-dependent magnetic moment (rf dipole) located 400 nm

above the superconductor surface, oriented along the x-direction, and producing a peak field

amplitude of Bpk = 61.6 mT. The simulation temperature is T = 8.32 K. For this combination

of Bpk and T , an rf vortex semi-loop nucleates in the superconductor. The snapshot is taken

at t = π/2, corresponding to the moment when the rf field reaches its maximum. The origin

(x, y) = (0, 0) is at the center of the figure. The color scale represents the magnitude of Jsc in

arbitrary units (a.u.).

The red region in Fig. 4.3(a) corresponds to areas of strong screening current. The

screening current distribution shown in Fig. 4.3(a) indicates that the field of view of the rf
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Figure 4.3: TDGL simulation result of bulk Nb, subjected to a localized rf magnetic field. The
field is generated by a time-dependent magnetic moment (rf dipole) located 400 nm above the
superconductor surface, oriented along the x-direction, and producing a peak field amplitude of
Bpk = 61.6 mT. The simulation temperature is T = 8.32 K. For this combination of Bpk and
T , an rf vortex semi-loop nucleates in the superconductor. (a) shows the spatial distribution of
the screening current density Jsc(x, y) at the surface (z = 0) of bulk Nb. The snapshot is taken
at t = π/2, corresponding to the moment when the rf field reaches its maximum. The origin
(x, y) = (0, 0) is at the center of the figure. The color scale represents the magnitude of Jsc in
arbitrary units (a.u.). (b) The red curve shows the superconducting response Bsc at the dipole
location over one rf cycle, while the blue curve represents its linear (fundamental frequency)
component.
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dipole—corresponding to the microwave microscope probe used in experiments—is confined to

sub-micron length scales.

The superconducting responseBsc—the magnetic field generated by the screening current—is

shown in Fig. 4.3(b) at the dipole location over one rf cycle. In the figure, the red curve corresponds

to the fullBsc signal, while the blue curve represents its linear (fundamental frequency) component.

The clear deviation of the red curve from the blue curve indicates the presence of nonlinear

components in the superconducting response.

Note that the field of view of the rf dipole is confined to sub-micron length scales, regardless

of whether the superconductor remains in the Meissner state (Fig. 4.2) or an rf vortex semi-loop

nucleates (Fig. 4.3(a)).

4.2.3 Temperature Dependence of rf Vortex Dynamics and P3f

Equipped with the picture of rf vortex nucleation, now let’s move on to the resulting P3f .

The simulation result of P3f(T ) for a fixed rf field amplitude (Bpk = 61.6 mT) for bulk Nb is

shown in Fig. 4.4 (a). The bell-shaped structure P3f(T ) in Fig. 4.4 (a) can be decomposed into

three segments (separated by the two dashed vertical black lines) and can be understood with the

vortex penetration field Brf
vortex(T ) and the strength of superconductivity. (The vortex penetration

field Brf
vortex(T ) will be explored in more detail in the next section.) An rf vortex semi-loop shows

up when Bpk > Brf
vortex(T ). Below 8.1 K, Brf

vortex(T ) > Bpk and hence the entire bulk Nb is in the

vortex-free Meissner state (see Fig. 4.4 (b) and the purple curve in (f)), whose nonlinear response

is weak. As temperature increases, Brf
vortex(T ) decreases and hence Bpk would be greater than

Brf
vortex(T ) at a certain temperature depending on the strength of the rf stimulus. In this simulation
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Figure 4.4: (a) TDGL simulation result of P3f(T ) for a fixed rf field amplitude (Bpk = 61.6
mT) imposed by a point dipole source for bulk Nb. From left to right, P3f is weak at low
temperatures (below 8.1 K), then increases with temperature (between 8.1 K and 8.8 K), and
drops with the temperature at high temperatures (above 8.8 K). (b)-(e) show |ψ/ψ∞|2 on the YZ
plane cross-section at 8.04 K, 8.14 K, 8.42 K, and 8.60 K, respectively. The black region is where
|ψ/ψ∞|2 < 0.03. These snapshots are taken at ωt = 0.6π. (f) shows ∆θ/2π versus time for the
four temperatures.
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(Bpk = 61.6 mT), from the full time-domain simulation (see the discussion for Fig. 4.1) one finds

that there is one rf vortex semi-loop (beneath the rf magnetic dipole) that penetrates the surface

of the bulk Nb when the temperature is around 8.14 K (see Fig. 4.4 (c) and the blue curve in (f)).

Roughly speaking, this implies that Brf
vortex(T = 8.14 K) ≈ 61.6 mT. As temperature increases,

Brf
vortex(T ) drops and vortex nucleation is favorable, and indeed the second rf vortex semi-loop

shows up around 8.6 K (see Fig. 4.4 (e) and the red curve in (f)) and thus P3f increases with

temperature between 8.1 K and 8.8 K. Besides examining the order parameter (Fig. 4.4 (b)-(e)),

Fig. 4.4 (f) also shows how the vortex number and duration change with temperature.

The nonlinear response of the superconductor is determined not only by the number

of vortices (as described above in the language of Brf
vortex(T )) but also by the strength of

superconductivity. As the temperature approaches the transition temperature of a superconductor,

its superconductivity and hence nonlinear response becomes weak. Such a temperature dependence

leads to the decreasing tail of P3f(T ) above 8.8 K in Fig. 4.4 (a).

The simulation results shown in Fig. 4.4 are based on the rf dipole model described in

Sec. 3.4.1. This model serves as a first-order approximation to the magnetic field produced by

the microwave microscope probe in the experiment. The objective of the TDGL simulations in

this thesis is to qualitatively—rather than quantitatively—capture the essential physics beneath

the probe. Specifically, we do not aim to reproduce the exact geometry of an rf vortex semi-loop

nucleated beneath the probe, nor to precisely reproduce the quantitative details of the resulting

P3f(T ).
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Figure 4.5: (a) TDGL simulation result of P3f(T ) for three different rf field amplitudes for bulk
Nb. (b) Schematic of the vortex penetration field Brf

vortex(T ) (the black curve) and the temperature
range of P3f(T ) bell-shaped structure for the three rf field amplitudes (the three colorful horizontal
lines). The y-axis is the rf field amplitude. Note that (a) and (b) share the same horizontal axis and
the same color-coded rf field amplitudes.
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4.2.4 Vortex Penetration Field and rf Field Dependence of P3f(T )

Figure 4.5 (a) summarizes the simulation results of P3f(T ) for three different rf field

amplitudes for bulk Nb. For all three rf field amplitudes, P3f is weak at low temperatures

(Bpk < Brf
vortex(T ), vortex-free Meissner state), arises at high temperatures (Bpk > Brf

vortex(T ),

rf vortex semi-loops), and then drops with temperature as the temperature is near the critical

temperature. For the red curve, the first vortex semi-loop shows up around 8.14 K, which implies

Brf
vortex(T = 8.14 K) ≈ 61.6 mT; for the blue curve, the first vortex semi-loop shows up around

8.84 K, which implies Brf
vortex(T = 8.84 K) ≈ 39.2 mT. Figure 4.5 (b) illustrates Brf

vortex(T ) and

the rf field amplitude dependence of the temperature range of P3f(T ) bell-shaped structure. In

this rf field amplitude-temperature phase diagram, the region below Brf
vortex(T ) corresponds to the

vortex-free Meissner state, while rf vortex semi-loops show up in the region above Brf
vortex(T ). It is

clear that the P3f(T ) bell-shaped structure extends to lower temperatures as the rf field amplitude

becomes stronger (from the blue to the green to the red in Fig. 4.5 (a) and (b)) because of the

temperature dependence of Brf
vortex(T ).

Having developed an understanding of P3f , rf vortex semi-loops, and their dependence on

temperature and rf field amplitude in defect-free bulk Nb, we now turn to the case of Nb with

surface defects.
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4.3 rf Vortex Nulceation in Grain Boundaries

4.3.1 Two Key Phenomenological Parameters for rf Vortex Nucleation

Quantitatively comparing the details of the measured P3f among different Nb films is

challenging for two main reasons. Firstly, the specifics of P3f depend on the probe-sample

separation, which is difficult to reproduce. Secondly, different Nb films might possess different

types of surface defects that nucleate rf vortices. For example, grain boundaries may be the

primary sources of P3f for one Nb film, while dislocations could be the main sources of P3f for

another Nb film.

Although the details of rf vortex nucleation (and the resulting P3f) by various surface defects

are complicated and depend on details, we can analyze the dynamics of rf vortex nucleation in a

phenomenological way and extract qualitative information. On the phenomenological level, the

dynamics of rf vortices penetrating a sample surface through surface defects can be quantified by

means of two key aspects: how many surface defects that nucleate rf vortices (ρdefect) exist, and

how deep do rf vortices travel into a sample through surface defects in half an rf cycle (hdefect
penetration)?

Here we illustrate the concept of hdefect
penetration by considering rf vortex nucleation at grain

boundaries in Nb films. For a given grain boundary that nucleates an rf vortex, the depth the

rf vortex travels into the Nb film through the grain boundary in half an rf cycle (hdefect
penetration) is

determined by multiple factors, including the width of the grain boundary, the angle between

the grain boundary and the Nb film surface, the material properties of the impurity phases in the

grain boundary, etc. Instead of considering the details of all possible microstructures, we adopt a

phenomenological approach, where hdefect
penetration serves as the phenomenological characterization of
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the depth the rf vortex travels into the Nb film through the grain boundary in half an rf cycle.

4.3.2 Surface Defect Toy Model: Low-Tc Material in Nb Grain Boundaries

Nb is known to contain low-Tc impurity phases, such as the oxides of Nb [87–92]. In such

phases, oxygen forms a solid solution in Nb and produces materials with critical temperatures

below the bulk Tc of pure Nb (9.3 K) [93–95]. Nb samples with higher oxygen content tend to

have a lower critical temperature. For instance, Tc drops to around 7.33 K for 2% oxygen content,

and drops to around 6.13 K for 3.5% oxygen content [94]. Another class of low-Tc impurity

phases in Nb are the niobium hydrides [96, 97], and some of these phases exhibit superconducting

transitions around 1.3 K [98].

Motivated by the existence of these low-Tc impurity phases, here we consider a phenomenological

surface defect toy model in which the grain boundaries of Nb host the low-Tc material (impurity

phases). Such grain boundaries might serve as weak spots for vortex nucleation. As shown later

in this chapter, the proximity effect is active in this model of the grain boundaries. Here we

consider one possible toy model realization of “Nb grain boundaries filled with low-Tc material”.

Of course, the phenomenological toy model (a grain boundary model) considered here is just one

possible scenario of surface defects that might be able to qualitatively explain the experimental

results. rf vortices are more prone to nucleate at wide grain boundaries compared to narrow ones.

Consequently, instead of characterizing a typical grain boundary in Nb films, the toy model is

designed to characterize specifically those that are wide.
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Figure 4.6: Sketch of the side view (XZ plane) of the grain boundary model. The origin is marked
by a blue dot. The rf dipole is represented by the blue double arrow. The schematic is not to scale
(hdp=400 nm and hdefect

penetration=200 nm). Since the physics around the origin plays a dominant role,
the region far away from the origin is set to be defect-free bulk Nb to reduce computational time.
In addition, the region below z = −hdefect

penetration is also set to be bulk Nb for simplicity. Note that the
model is not cylindrically symmetric. The top view of the region indicated by the red dashed line
is shown in Fig. 4.7 (b), and the top view of the region indicated by the green dashed line is shown
in Fig. 4.8.
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Figure 4.7: A top view schematic of the grain boundary model. (a) Illustration of Nb grains and
grain boundaries, with red being Nb grains and blue being grain boundaries filled with impurity
phases. The realization of this illustration used in the TDGL simulations is shown in (b). (b) The
distribution of critical temperature on the XY plane around the origin (corresponds to the region
indicated by the red dashed line in Fig. 4.6), with red being Nb and blue being the low-Tc impurity
phase with T impurity

c = 3 K. Here (x, y, z) = (0, 0, 0) is at the center. The rf dipole is located at
(x, y, z) = (0, 0, 400 nm) and points in the x-direction. The white dashed curve indicates the
grain boundary that is roughly parallel to the x-direction. The model defect region is indicated
by the white dashed rectangle. (c) A snapshot of the distribution of normalized order parameter
|ψ/ψ∞| obtained by a TDGL simulation with the temperature being 5.2 K (higher than T impurity

c )
and Bpk = 50.9 mT. This snapshot is taken at the end of an rf cycle, namely when the rf field
drops to zero (ωt = 2π and hence Brfsin(ωt) = 0). The normalized order parameter of the dark
blue region is around 0.18.
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Figure 4.8: A spatially extended view of the distribution of critical temperature on the XY plane
for the grain boundary model. The region shown here corresponds to the region indicated by the
green dashed line in Fig. 4.6.

4.3.3 Geometry and Parameters of the Grain Boundary Model

Fig. 4.6 shows the side view of the grain boundary model. By the very definition of hdefect
penetration,

we constrain the rf vortices to only probe the region of 0 > z > −hdefect
penetration, and hence the details

in the region of z < −hdefect
penetration play a minor role. As a result, this region can be treated as bulk

Nb as an approximation. (In summary, z = 0: sample surface; 0 > z > −hdefect
penetration: defect whose

XY cross-section is shown in Fig. 4.7 (b); z < −hdefect
penetration: bulk Nb.) Here hdefect

penetration is set to be

200 nm.

The rf dipole is located at (0, 0, hdp) and hence vortex semi-loops first show up near

(x, y, z) = (0, 0, 0). Therefore, the physics around the origin plays a dominant role. As an

approximation, surface defects (Nb grain boundaries filled with low-Tc material) are introduced
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near the origin (illustrated in Fig. 4.6), while the region far away from the origin is set to be

defect-free bulk Nb to reduce computational time. As a result, only the region around the origin

characterizes the grain boundary scenario accurately (the model defect region), and thus the

screening current is collected only from this region when calculating P3f .

The side view of the grain boundary model is shown in Fig. 4.6, and the top view ((x, y, z =

0)) is shown in Fig. 4.7. Figure 4.7 (a) is an illustration of an Nb surface containing Nb grains

(red) and grain boundaries filled with low-Tc impurity phases (blue). The realization used in the

TDGL simulations is shown in Fig. 4.7 (b). Figure 4.7 (b) is a top view of the sample critical

temperature distribution around the origin of the grain boundary model: the red region means

Nb with Tc = 9.3 K, and the blue region means the low-Tc impurity phase with T impurity
c = 3 K.

(Parameters of the grain boundary model are given in Table 3.1.) The origin is at the center of

Fig. 4.7 (b). The geometry is intentionally asymmetric in both the x-direction and the y-direction

to prevent symmetry-induced artifacts. A top view of the sample critical temperature distribution

with a broader scope (containing the defect region together with the bulk Nb region) is shown

in Fig. 4.8. Compared to Fig. 4.7 (b), Fig. 4.8 shows the setup over a broader spatial extent as

indicated by the green dashed line in Fig. 4.6. Figure 4.8 contains the entire defect region (the five

Nb grains and the blue region) and part of the bulk Nb region as shown in Fig. 4.6.

An rf vortex semi-loop that nucleates in the sample tends to be parallel to the direction of the

rf dipole, which points in the x-direction. Therefore, as Bpk > Brf
vortex(T ), rf vortex semi-loops

show up in the grain boundaries that are roughly parallel to the x-direction. Note that there is one

grain boundary in Fig. 4.7 (b) that is roughly parallel to the x-direction, which is marked by a

white dashed curve.

It is worth mentioning that the proximity effect shows up naturally in TDGL simulations.
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Figure 4.9: TDGL simulation result of P3f(T ) for the grain boundary model presented in Sec. 4.3.3.
Here hdefect

penetration = 200 nm and Bpk = 50.9 mT. Inset: enlargement of the figure above 8.1 K.

Fig. 4.7 (c) shows a snapshot of the distribution of normalized order parameter |ψ/ψ∞| (here 1

means full superconductivity and 0 means no superconductivity) obtained by a TDGL simulation

with the temperature being 5.2 K and Bpk = 50.9 mT. This snapshot is taken at the end of an

rf cycle, namely when the rf field drops to zero (ωt = 2π and hence Brfsin(ωt) = 0). Due to

the proximity effect, the normalized order parameter of the dark blue region is around 0.18 but

not zero, even though the temperature (5.2 K) is higher than T impurity
c (3 K). As a result, a grain

boundary filled with a low-Tc impurity phase can host rf vortices even for T > T impurity
c .

4.3.4 rf Vortex Nucleation and P3f(T )

Figure 4.9 shows the simulation result of P3f(T ) for the grain boundary model presented in

Sec. 4.3.3. Compared to the P3f around 8.9 K, the P3f between 4.5 K and 6 K is much stronger. In

other words, in the presence of surface defects, P3f generated by surface defects is much stronger
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Figure 4.10: TDGL simulation result of P3f(T ) for two different rf field amplitudes for the grain
boundary model presented in Sec. 4.3.3. Here hdefect

penetration = 200 nm.

than the intrinsic P3f of Nb. In the following, we focus on the P3f generated by surface defects.

Figure 4.10 shows the simulation result of P3f(T ) for two different rf field amplitudes for

the grain boundary model. At low temperatures, the sample is in the Meissner state and P3f is

weak. As temperature increases, rf vortex semi-loops nucleate in the grain boundary marked by the

white dashed curve in Fig. 4.7 (b) and result in strong P3f . (The existence of rf vortex semi-loops

is verified by examining the order parameter in a time-domain manner as described in Fig. 4.1.)

This can be interpreted as Bpk > Brf
vortex(T ), where Brf

vortex(T ) is the vortex penetration field of

the region around that specific grain boundary. Note that rf vortex semi-loops show up in the grain

boundary, indicating that the grain boundary serves as the weak spot for rf vortex nucleation.

As the rf field amplitude increases (blue to red in Fig. 4.10), the P3f(T ) maximum increases;

in addition, the P3f(T ) maximum and the P3f(T ) low-temperature onset both show up at a lower

temperature.
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Here the upper onset temperature of P3f is around 6 K. In the following, such a P3f onset

temperature is called the P3f transition temperature and is denoted as TP3f
c . The grain boundary

model is a mixture of the TNb
c = 9.3 K Nb and the T impurity

c = 3 K impurity phase, and hence

TP3f
c is between 3 K and 9.3 K. Of course, the numerical value of TP3f

c depends on how the

Nb and the impurity phase are distributed. Our objective with this model is not to propose

a specific microstructure of the sample, but to illustrate the generic nonlinear properties of a

proximity-coupled defective region of the sample.

4.4 Four Key Features of P3f(T ) Due to rf Vortex Nucleation

The P3f(T ) due to rf vortex nucleation in the grain boundary model (see Fig. 4.9 and

Fig. 4.10) exhibits four key features:

1. P3f(T ) onsets at a temperature TP3f
c below the bulk Tc of Nb and follows a bell-shaped

curve.

2. The maximum value of P3f(T ) increases with increasing rf field amplitude.

3. The temperature at which P3f(T ) reaches its maximum decreases as the rf field amplitude

increases.

4. The low-temperature onset of P3f(T ) shifts to lower temperatures for stronger rf field

amplitudes.

Besides the grain boundary model, these four key features are also clearly observed for

defect-free bulk Nb, as shown in Fig. 4.5 (a), with one exception: in Fig. 4.5 (a), the onset

temperature of P3f(T ) coincides with Tc = 9.3 K, rather than appearing below it. This difference
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arises because the simulation in Fig. 4.5 models defect-free bulk Nb rather than a superconductor

with surface defects.

The fact that both defect-free bulk Nb and the grain boundary model exhibit the same four

key features of P3f(T ) suggests that these features are intrinsic signatures of rf vortex nucleation.

Therefore, the physical picture illustrated in Fig. 4.5 (b) can also be applied to the grain boundary

model, with two modifications: (1) the onset temperature TP3f
c is 6 K rather than 9.3 K, and (2)

Brf
vortex(T ) represents the vortex penetration field of the region around the specific grain boundary,

rather than a bulk property.

In Chapter 5, we will see that these four key features of P3f(T ) are consistently observed in

the experimental measurements of Nb/Cu films.

4.5 Effect of hdefect
penetration on P3f(T )

In Sec. 4.3.4, hdefect
penetration is set to be 200 nm. Here we consider the effect of varying hdefect

penetration,

with everything else being the same as described in Sec. 4.3.4.

Figure 4.11 (a) shows the result for hdefect
penetration = 160 nm. In Fig. 4.11 (a), a stronger rf

field amplitude leads to a stronger P3f for all temperatures. On the contrary, P3f(T ) in Fig. 4.10

(hdefect
penetration = 200 nm) shows a “crossing” effect: a stronger rf field amplitude leads to a weaker P3f

(the red curve is below the blue curve) for temperatures close to TP3f
c . The temperature where the

red curve (P3f(T ) with a strong rf field amplitude) and the blue curve (P3f(T ) with a weak rf field

amplitude) cross is denoted as T ∗. The numerical value of the crossing temperature T ∗ depends

on the choice of the two rf field amplitudes (Here Bpk = 56.6 mT and 50.9 mT). For Fig. 4.11 (a),

there is no crossing and hence T ∗ = TP3f
c = 6 K. For Fig. 4.10, T ∗ = 5.2 K < TP3f

c = 6 K.
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Figure 4.11: (a) TDGL simulation result of P3f(T ) for two different rf field amplitudes for the
grain boundary model presented in Sec. 4.3.3 for hdefect

penetration = 160 nm. (b) Crossing temperature
T ∗ as a function of hdefect

penetration.
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Figure 4.12: A snapshot of the vortex core obtained by the TDGL simulation for the grain
boundary model presented in Sec. 4.3.3 for Bpk = 50.9 mT (a) and for Bpk = 56.6 mT (b), with
the temperature being 5.5 K and hdefect

penetration = 200 nm. This snapshot is taken when the rf field
reaches its maximum in an rf cycle (ωt = π/2 and hence Brfsin(ωt) = Brf). The snapshot shows
the distribution of the square of the normalized order parameter on the YZ plane immediately
below the dipole around the grain boundary that nucleates an rf vortex semi-loop. The black
region is where |ψ/ψ∞|2 < 0.001.
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Figure 4.11 (b) shows how the crossing temperature T ∗ changes with hdefect
penetration. For a small

hdefect
penetration, there is no crossing and hence T ∗ = TP3f

c . The crossing shows up when hdefect
penetration is

beyond a critical depth. As hdefect
penetration becomes larger, the crossing effect becomes more significant

(T ∗ becomes smaller, which means that the temperature window that a stronger rf field amplitude

leads to a weaker P3f becomes larger) and eventually tends to saturate.

The crossing effect can be understood as follows. In TDGL simulations, P3f is collected

at the rf dipole location, which is at z = hdp (above the sample surface). For a weak rf field

amplitude, the rf vortex semi-loop in the grain boundary stays close to the sample surface (z = 0).

As the rf field amplitude increases, the rf vortex semi-loop in the grain boundary is pushed toward

the bottom of the grain boundary that it can penetrate (z = −hdefect
penetration)(A visualization of this

effect is presented in Fig. 4.12.), which means that the rf vortex semi-loop is farther away from the

rf dipole location (z = hdp), and hence the P3f collected at the rf dipole location becomes weaker.

Such a phenomenon shows up only when the rf vortex semi-loop in the grain boundary can be

pushed far away from the sample surface. For a small hdefect
penetration, the rf vortex semi-loop always

stays just below the sample surface instead of penetrating deep into the sample, and hence P3f

does not decrease as the rf field amplitude increases (no crossing effect).

An rf vortex semi-loop is roughly parallel to the direction of the rf dipole, which points in the

x-direction, and hence the cross-section of the rf vortex semi-loop is on the YZ plane. Figure 4.12

visualizes an rf vortex semi-loop in the grain boundary marked by the white dashed curve in

Fig. 4.7 (b), with the vortex core corresponding to the black region, where |ψ/ψ∞|2 < 0.001. The

rf vortex semi-loop penetrates the sample surface and the vortex core is around 100.3 nm deep for

Bpk = 50.9 mT (Fig. 4.12 (a)) and is around 110.9 nm deep for Bpk = 56.6 mT (Fig. 4.12 (b)).

Note that the results presented in Fig. 4.11 are obtained using the grain boundary model,
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which is meant to be a phenomenological toy model. Therefore, the numerical values of hdefect
penetration

should not be interpreted literally. The key insight here is that there is no crossing effect for a small

hdefect
penetration (shallow penetration), and the crossing effect becomes apparent for a large hdefect

penetration

(deep penetration).

4.6 A Defect Model with Two Grain Boundaries

In the grain boundary model discussed in Sec. 4.3.4 and Sec. 4.5, there is only one single

grain boundary beneath and roughly parallel to the rf dipole, and thus rf vortex semi-loops nucleate

in one single grain boundary and P3f(T ) shows a single-peak feature. Such a scenario corresponds

to the case where the density of the sample grain boundaries that nucleates rf vortices (ρdefect)

is low. For a sample with a high density of grain boundaries that nucleates rf vortices, it can

be modeled as a grain boundary model that contains two grain boundaries beneath and roughly

parallel to the rf dipole.

Here we consider a grain boundary model that contains two grain boundaries that are

near the origin and roughly parallel to the x-direction. The basic setting of the model is the

same as described in Sec. 4.3.3. The only difference is how the Nb and the impurity phase are

distributed horizontally, as shown in Fig. 4.13 (a). Figure 4.13 (a) shows the top view of the critical

temperature distribution, and Fig. 4.13 (b) shows the TDGL simulation result of P3f(T ) for this

model.

The two-peak feature of P3f(T ) in Fig. 4.13 (b) can be understood as follows. At low

temperatures, the sample is in the Meissner state and P3f is weak. As temperature increases,

around 4.50 K an rf vortex semi-loop nucleates in the top grain boundary and results in the lower
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Figure 4.13: A grain boundary model containing two grain boundaries that are roughly parallel
to the x-direction. (a) The distribution of critical temperature on the XY plane around the
origin, with red being Nb and blue being the low-Tc impurity phase with T impurity

c = 3 K. Here
(x, y, z) = (0, 0, 0) is at the center. The rf dipole is located at (x, y, z) = (0, 0, 400 nm), which
is above the center of the image, and points in the x-direction. The two white dashed curves
indicate the grain boundaries (the top grain boundary and the bottom grain boundary) that are
roughly parallel to the x-direction. The model defect region is indicated by the white dashed
circle. (b) TDGL simulation result of P3f(T ) for the grain boundary model shown in (a). Here
hdefect

penetration = 280 nm, and Bpk = 50.9 mT.
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temperature peak, and then around 5.77 K another rf vortex semi-loop nucleates in the bottom

grain boundary and results in the higher temperature peak. That is, rf vortex semi-loops nucleate

in both grain boundaries and thus result in the two-peak feature of P3f(T ). The nucleation of the

two rf vortex semi-loops is verified by monitoring ∆θ/2π (the same analysis as shown in Fig. 4.4).
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Chapter 5: Experimental Investigation of rf Vortex Nucleation in Nb/Cu Films

The studies presented in this chapter are published in Ref. [6].

5.1 Introduction to Superconducting Radio-Frequency Material Science

5.1.1 Introduction to Superconducting Radio-Frequency Cavities

In high-energy physics, there is continued interest in building next-generation particle

accelerators (for example, the International Linear Collider, ILC) using bulk Nb superconducting

radio-frequency (SRF) cavities [5, 99]. For the ILC, around 10000 SRF cavities will be built.

The quality of an SRF cavity is typically quantified by its quality factor (Q-factor) as a

function of the accelerating gradient for the particle beam. Real-world materials are not perfect.

The Q-factors of SRF cavities are usually below their theoretical predictions. In particular, as the

accelerating gradient, and hence the rf magnetic field on the Nb surfaces, becomes strong, the

Q-factor drops significantly (this is called the Q-slope) [100–103]. Such a Q-slope phenomenon

limits the rf field supported by the SRF cavities, which then limits the performance of the particle

accelerator. Besides the Q-slope phenomenon, quenches are also frequently observed in many

SRF cavities [104–106]. One reason for a quench is that a superconductor is locally heated up to

exceed its critical temperature and loses superconductivity. Both the Q-slope and defect-nucleated
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quenches indicate that the performance of SRF cavities is limited by breakdown events below the

theoretically predicted intrinsic critical field of the superconductor [5,101,102]. These breakdowns

are sometimes caused by uncontrolled local defects [95, 107, 108]. Candidates of defects in

SRF cavities include oxides [87–91], impurities [109,110], grain boundaries [81,96,111–115],

dislocations [96, 116, 117], surface roughness [82, 118], etc. To make high Q-factor SRF cavities

that operate to high accelerating gradients, it is necessary to understand these defects, in particular

their influence on the rf properties of SRF cavities. Therefore, there is a need to understand in

detail the rf properties of these local defects.

5.1.2 Characterization Techniques for SRF Materials

In SRF material science, various kinds of techniques have been developed to characterize

SRF cavities and SRF materials. For example, researchers routinely measure the Q-factor [119]

and residual resistance [120] of SRF cavities. However, it is costly and time-consuming to

fabricate and measure an entire cavity. As a result, many measurements are performed on coupon

samples of SRF materials, including measurements of rf quench field [106, 121, 122] and surface

resistance [121–124].

Another quantity of interest is the vortex penetration field because SRF cavities are expected

to operate best in the Meissner state (vortex-free) to avoid dissipation due to vortex motion

[81, 106, 118, 125, 126]. Superconductors show strong nonlinearity in the presence of vortices and

show relatively weak nonlinearity in the vortex-free Meissner state. The nonlinear electrodynamic

response arises when properties of the superconductor (such as the superfluid density) become time-

dependent during the rf cycle. One manifestation of nonlinearity is that the superconductor creates

88



response currents to the stimulation at frequencies other than the driving frequency. Utilizing

the connection between vortices and nonlinearity, the vortex penetration field can be determined

by measuring the third-harmonic response of a superconductor subjected to a time-harmonic

magnetic field [127]. In particular, the vortex penetration field of thin films and multilayer

structures have been studied with such alternating current (AC) (kHz regime) third-harmonic

response magnetometry [126, 128–134].

5.1.3 Near-Field Magnetic Microwave Microscopy for Local rf Characterization

The techniques described above (Q-factor, residual resistance, rf quench field, surface

resistance, vortex penetration field, etc.) help physicists to characterize the global properties of

SRF materials. However, none of them can directly study the local rf properties of SRF materials.

Motivated by the need to study rf properties of local defects, members of the Anlage lab

successfully built and operated near-field magnetic microwave microscopes using a scanned

loop (the original version) [8,9,23–25] as well as a magnetic writer from a magnetic recording

hard-disk drive (the microwave microscope adopted in this work) [10, 11, 27–30] to measure

locally-generated third-harmonic response (see Chapter 2). The spatial resolution of the local

probe of the microwave microscope ranges from sub-micron to micron scale, and the excitation

frequency is in the range of several GHz. The near-field magnetic microwave microscope used in

this study is detailed in Chapter 2.

Our microwave microscope offers a complementary view of the material properties that

limit SRF cavity performance. The quantities of interest in a finished SRF accelerator cavity are

the quality factor Q, the surface resistance of the material making up the walls of the cavity, and
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the changes in Q as the accelerating gradient of the cavity is increased. It is desirable to maintain

a high Q-factor up to the point where the superconductor reaches its critical surface magnetic

field. Our microscope measures local electrodynamic properties of small samples of materials that

make up SRF cavities. It utilizes nonlinear response that results from strong and inhomogeneously

imposed rf magnetic fields as a surrogate for the high-gradient conditions experienced by the

materials inside an SRF cavity. The microscope applies surface magnetic fields quite different from

those in an SRF cavity, and imposes unique electromagnetic stresses to the material under study.

Note that the ohmic losses of superconducting materials in the microwave range at temperatures

substantially below Tc are well below the sensitivity limit of any existing microwave microscope,

hence these properties are not studied.

5.1.4 Nb/Cu Films as an Alternative to Bulk Nb for SRF Applications

Bulk Nb is the standard choice for fabricating SRF cavities. The main reason is that Nb has

the highest critical temperature (Tc = 9.3 K) and the highest first critical field (Bc1 = 180 mT) of

all the elemental metals at ambient pressure. Besides bulk Nb, there are some candidate alternative

materials for SRF applications [85], including Nb film on Cu [109,118,123,125,135–139], Nb3Sn

on bulk Nb substrate [81, 106, 115, 140–143], multilayer structure (superconductor-insulator-

superconductor structures, for instance) [82, 103, 126, 128, 144–146], etc. The potential benefits of

using materials other than bulk Nb would be a higher Tc and a potentially higher critical field Bc.

In this work, we focus on Nb films on Cu.

The development of the deposition of Nb films onto Cu cavities has a long history [147]. In

particular, the first Nb/Cu cavities were produced at CERN in the early 1980s [148]. Motivations
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for Nb thin film technology for SRF applications include reducing material cost (high purity Nb

costs around 40 times more than Cu) and better thermal stability. In particular, at frequencies

around 300 to 400 MHz, Nb/Cu cavities allow operation at 4 K instead of 2 K, due to the

superior thermal conductivity of Cu. The performance of bulk Nb cavities is approaching the

intrinsic limit of the material. On the contrary, Nb/Cu cavities typically suffer from serious Q-slope

problems [149,150], which limits their use in high accelerating fields. Solving the Q-slope problem

in Nb/Cu cavities is essential for making them competitive for use in high-field accelerators.

5.2 Overview of the Chapter

In this work, we use our near-field magnetic microwave microscope (see Chapter 2) to study

the local third-harmonic response P3f of SRF-quality Nb/Cu films produced at CERN. These

Nb/Cu films are provided by our collaborators at CERN: Carlota Pereira, Stewart Leith, and

Guillaume Rosaz. Our objective is not to provide a comprehensive characterization of all types

of surface defects present in these Nb/Cu films. Surface defects that do not nucleate rf vortices

fall outside the scope of this study. Instead, our focus is on locally measuring the third-harmonic

response to explore the surface defects that do nucleate rf vortices. Specifically, we aim to

extract the properties of rf vortices linked to surface defects through experiments and simulations

investigating the third-harmonic response and its dependence on temperature and rf field amplitude.

Subsequently, we conduct a qualitative comparison of these Nb/Cu films based on our findings.

This allows us to identify the Nb/Cu film that is most effective at reducing the nucleation of rf

vortices associated with surface defects.
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Figure 5.1: Photo of the seven Nb films on one common Cu substrate. The samples are prepared
at CERN.

5.3 Outline of the Chapter

The outline of this chapter is as follows: In Sec. 5.4, we present how the seven Nb/Cu films

studied in this work are prepared. In Sec. 5.5, we present the experimental results for the Nb/Cu

films, focusing on surface defect signals, and interpret the results with the insights from TDGL

simulations discussed in Chapter 4. In Sec. 5.6, we summarize the experimental results for the

Nb/Cu films. In Sec. 5.7, leveraging the insights from TDGL simulations discussed in Chapter 4,

we compare the Nb/Cu films to determine which deposition conditions most effectively suppress

rf vortex nucleation at surface defects. In Sec. 5.8, we compare the key differences between a

previous research conducted in the Anlage lab and the present study. In Sec. 5.9, we summarize

our findings on the Nb/Cu films and discuss their implications for SRF applications.
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Parameter HiPIMS DCMS
Average power (kW) 1.3 1.3
Discharge voltage (V) -600 -377
Current (A) 160 (Peak current) 3.4
Working gas Kr Kr
Pressure (mbar) 2.3 · 10−3 2.3 · 10−3

Temperature (0C) 150 150
Coating duration (min) 60 60

Table 5.1: Sample preparation parameters of the seven Nb/Cu films studied in this work.

5.4 Sample Information

In this work, we study seven Nb films deposited on one common Cu substrate [138,139],

as shown in Fig. 5.1. One of the samples is prepared by Direct Current Magnetron Sputtering

(DCMS) with zero bias, and the sample thickness is around 3.5 µm. The other six samples are

prepared by High Power Impulse Magnetron Sputtering (HiPIMS) [151], with bias from 0 V to

125 V, and the sample thickness ranges from 1.15 µm to 1.5 µm.

In these six HiPIMS samples, the primary variable under investigation is the applied bias

voltage during deposition (described later in this section). While the film thicknesses vary slightly,

they are not systematically controlled or varied. Therefore, the analysis in this work focuses on

the influence of bias voltage, rather than film thickness [151], on the properties of the deposited

Nb/Cu films.

The HiPIMS Nb/Cu films studied in this thesis were fabricated using the same deposition

methods as the HiPIMS + BS films described in Ref. [123], which provides a detailed analysis of

the resulting microstructures. Figure 3(a) of Ref. [123] presents a scanning electron microscopy

(SEM) image of the surface of a HiPIMS Nb/Cu film, while Figure 4(a) shows an SEM image

of a focused ion-beam (FIB) prepared cross-section of the same film. The average grain size at
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the top layer surface is approximately 390 nm. According to Table 2 in Ref. [123], the crystallite

size—estimated from x-ray diffraction (XRD) analysis—is about 91 nm, and the dislocation

density is approximately 2.7× 1014 m−2.

The preparation of the seven Nb/Cu films studied in this thesis is discussed in the following.

The substrate used for the Nb coatings is a 2 mm thick, oxygen-free electronic (OFE) copper disk

measuring 75 mm in diameter. Prior to coating, the substrate disk is degreased using commercial

detergent. The sample is then chemically polished using a mixture of sulfamic acid (H3NSO3,

5 g/L), hydrogen peroxide (H2O2, 5% vol.), n-butanol (5% vol.) and ammonium citrate (1 g/L)

heated up at 720C for 20 minutes. After polishing, the disk is rinsed with sulfamic acid to remove

the build-up of native oxide and cleaned with de-ionized water and ultra-pure ethanol.

The Cu substrate is mounted on an ultra-high vacuum (UHV) stainless steel chamber

equipped with a rotatable shutter to expose in turn the areas to be coated, and the chamber is then

connected to a sputtering system. Both assemblies are performed inside an ISO5 cleanroom, and

the sputtering apparatus is described in detail in Ref. [138]. The entire system is transported to

the coating bench where it is coupled to the pumping group and gas injection lines, and pumped

down to about 1× 10−7 mbar. The pumping group and the sputtering system undergo a 48-hour

bakeout at 2000C, during which a 4-hour activation of the Non-Evaporable Getter (NEG) pump

is performed. The temperature of the UHV chamber is maintained at 1500C until the start of

the coating. After cooling down, the system reaches a base pressure around 9.3 × 10−10 mbar.

Ultra-pure krypton (99.998%) is injected into the system until a process pressure of 2.3× 10−3

mbar is reached. The seven coatings are then performed according to the deposition parameters

outlined in Table 5.1. One of the samples is prepared by Direct Current Magnetron Sputtering

(DCMS) with zero bias, and the coating thickness is around 3.5 µm. The other six samples are
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prepared by High Power Impulse Magnetron Sputtering (HiPIMS), with bias voltages ranging

from 0 V to -125 V, with coating thicknesses ranging from 1.15 µm to 1.5 µm.

During the coating process, the sample temperature was monitored with an infrared thermal

sensor (OMEGA OS100-SOFT) and kept constant at 1500C. The HiPIMS plasma discharge was

maintained using a pulsed power supply (Huettinger TruPlasma HighPulse 4006) and the negative

bias voltage was applied to the samples using a DC power supply (TruPlasma Bias 3018). The

DCMS discharge was maintained using a Huettinger Truplasma 3005 power supply. The discharge

and bias voltages and currents were monitored throughout the entire coating process using voltage

(Tektronix P6015A) and current (Pearson current monitor 301×) probes whose signals are recorded

by a digital oscilloscope (Picoscope 2000). After the coating, the samples were cooled down to

room temperature, after which the chamber was vented with dry air. The Nb layer thickness is

measured by X-ray fluorescence via the attenuation method.

5.5 Experimental Results with Insights from TDGL Simulations

Previous research conducted in the Anlage lab [11] investigated the third-harmonic response

of several bulk Nb samples and Nb/Cu films using the same experimental setup as in this study.

However, maintaining a consistent probe-sample separation proved challenging due to the non-flat

surfaces of the samples, which provided motivation for the samples created for the present work.

In contrast, the Nb/Cu films examined in this study exhibit remarkable flatness, ensuring consistent

probe-sample separation. Furthermore, HiPIMS Nb/Cu cavities fabricated at CERN show high

repeatability [152], and the HiPIMS Nb/Cu films examined in this study adopt the same fabrication

recipe. These two features enable us to conduct more meaningful comparisons between these
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Figure 5.2: Representative data for P3f as a function of temperature for the HiPIMS 25 V bias
Nb/Cu sample. The input frequency is 1.86 GHz and the input power is 2 dBm. The blue dots are
the raw data, and the red curve is the P3f averaged over 0.05 K range bins. Inset: enlargement of
the figure above 7 K.

samples.

In the following, we present a detailed discussion of the HiPIMS 25 V bias Nb/Cu sample

in Sec. 5.5.1 as a representative example of the typical measured P3f response, while the results

for the other six Nb/Cu samples are provided in Sec. 5.5.2.

5.5.1 Measurement Results for the HiPIMS 25 V Bias Nb/Cu Sample

5.5.1.1 Fixed Location Measurements

Figure 5.2 shows the representative data for the third-harmonic response power P3f as

a function of temperature at a fixed location on the HiPIMS 25 V bias Nb/Cu sample. A

representative measurement protocol is as follows. The sample is warmed up to 10 K (above Tc),

and then the microwave source is turned on with fixed input frequency (f = ω/2π=1.86 GHz)
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and input power (Prf=+2 dBm), and then P3f is measured as the sample is gradually cooled down

to 3.5 K. In other words, the surface of the sample experiences a fixed rf field Brfsin(ωt) in a

sub-micron scale area during the cooldown process from 10 K to 3.5 K.

The measured P3f(T ) in Fig. 5.2 can be decomposed into three segments: the region above

9.1 K, the region below 6.7 K, and the region in between. The magnetic writer head (the probe of

our microwave microscope) itself has temperature-independent nonlinearity. The signal above

9.1 K comes from this probe background and is indeed temperature-independent. A transition

around 9.1 K can be seen in the inset of Fig. 5.2. This transition comes from the intrinsic nonlinear

response of the Nb film. The strongest P3f signal here shows up below 6.7 K. In the following, such

a P3f onset temperature is called the P3f transition temperature and is denoted as TP3f
c . Compared

to the signal around 9.1 K, the onset around 6.7 K is dramatic. Such a signal suggests that some

mechanism shows up at and below 6.7 K that produces strong nonlinearity. The mechanisms

leading to strong P3f below 6.7 K are extrinsic and are likely due to surface defects. Note that P3f

below 6.7 K is much stronger than the intrinsic Nb signal around 9.1 K, suggesting that our local

P3f measurement is sensitive to surface defects.

Since the main objective of this work is investigating rf properties of surface defects, the

strong P3f below 6.7 K is the main focus in the following.

To further study the nature of P3f below 6.7 K, P3f(T ) for various input powers Prf (and

hence various applied rf field amplitudes Brf) are measured. For each measurement, the sample is

warmed up to 10 K and then cooled down to 3.5 K while experiencing an applied rf field with fixed

input frequency and input power. Since the measured P3f is the combination of probe background

and sample contribution, the probe background (probe background is obtained by averaging the

magnitude of P3f(T ) between 9.5 K and 10 K) is subtracted from the total signal to isolate the
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Figure 5.3: Measured linear power scale P3f(T ) from strong (red) to weak (purple) input power
for the HiPIMS 25 V bias Nb/Cu sample. The input frequency is 1.86 GHz. Compared to the raw
data shown in Fig. 5.2, here the probe background is subtracted. Note that input power (in dBm
scale) is proportional to B2

rf , and hence Bred
rf = 1.78 Bpurple

rf .

sample signal. The process is repeated six times, each time with a different input power. The

results of the six P3f(T ) of different input powers (and hence different Brf) are shown in the linear

format in Fig. 5.3.

In Fig. 5.3, all the six P3f(T ) exhibit a two-peak feature, and their TP3f
c are consistently

around 6.7 K. For both peaks, as the rf field amplitude increases (purple to red in Fig. 5.3), the

P3f(T ) maximum increases; in addition, the P3f(T ) maximum and the P3f(T ) low-temperature

onset both show up at a lower temperature.

5.5.1.2 Consistent Features in Experiment and TDGL Simulations

The characteristic feature that “P3f at low temperatures is significantly stronger than the

intrinsic Nb signal around TNb
c ” appears in both Fig. 5.2 (measurement) and Fig. 4.9 (TDGL
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Figure 5.4: Statistics of one-dimensional scan for P3f(T = 5.7 K, P = −5 dBm, f =
1.86 GHz) for the HiPIMS 25 V bias Nb/Cu sample. The coefficient of variation (the ratio of the
standard deviation to the mean) is 0.08. Inset: spatial distribution of this one-dimensional scan.

simulation). The two-peak feature of the P3f(T ) in Fig. 5.3 (measurement) is also observed in

Fig. 4.13 (b) (TDGL simulation). Furthermore, both peaks of P3f(T ) in Fig. 5.3 (measurement)

exhibit all four key features identified in Sec. 4.4 (TDGL simulation), which are intrinsic signatures

of rf vortex nucleation by surface defects. The consistency between experimental observations and

TDGL simulations strongly suggests that the strong P3f signals observed in Fig. 5.2 and Fig. 5.3

may be attributed to rf vortex semi-loops nucleated by surface defects.

5.5.1.3 Scanning Measurements

So far the measurements are taken at one single location on the surface of the sample. How

about the situation at other locations? In particular, does the defect signal (the strong P3f below

6.7 K) show up at other locations as well? To answer this question, we measure P3f(T ) with

P = -2 dBm at four distinct locations on the sample surface and obtain consistent results. The
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separation between any two of these locations exceeds 10 µm. In addition, a one-dimensional

(1D) scan is performed for a 40 µm range with a step size of 0.2 µm. Temperature and input

power are chosen to be T = 5.7 K and P = -5 dBm, and our goal is to determine the homogeneity

of the signal from the lower temperature peak of the blue curve in Fig. 5.3. The 1D scan result

is shown in Fig. 5.4. According to this scanning result, the P3f signal from the defect is quite

consistent and uniform at the µm-scale (coefficient of variation = 0.08). One possible explanation

of such uniformity is that the size of one single defect is at the nm-scale and the defect spacing is

smaller than the resolution of the microscope (sub-micron scale), and hence the P3f signal of our

sub-micron scale measurements comes from the contributions of multiple defects. As an example,

the average grain size is around 390 nm for the HiPIMS Nb/Cu films studied in Ref. [123] (page 3

of Ref. [123]). Suppose the HiPIMS Nb/Cu films studied in this work have a similar structure to

those in Ref. [123], and suppose the surface defects responsible for the P3f signal in Fig. 5.4 are

grain boundaries. In that case, a microwave microscope with a resolution significantly better than

400 nm is required to resolve P3f signals from two distinct grain boundaries.

5.5.2 Measurement Results for Six Nb/Cu Samples

So far, only the HiPIMS 25 V bias Nb/Cu sample has been discussed. Temperature

dependence and input power dependence of P3f are studied for the other six Nb/Cu samples

in the same manner as the HiPIMS 25 V bias Nb/Cu sample.

Figure 5.5 shows the representative P3f(T ) for the 75 V bias sample (Fig. 5.5 (a)) and the

125 V bias sample (Fig. 5.5 (b)). For both Fig. 5.5 (a) and (b), P3f(T ) exhibits the first three of the

four key features identified in Sec. 4.4 (TDGL simulation), suggesting that these features are quite
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Figure 5.5: Measured P3f(T ) for two input powers for (a) the HiPIMS 75 V bias Nb/Cu sample
with an input frequency of 1.98 GHz and for (b) the HiPIMS 125 V bias Nb/Cu sample with an
input frequency of 1.66 GHz.
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universal. Although the temperature regime below 3.5 K is inaccessible in our measurements, the

fourth key feature from Sec. 4.4 (TDGL simulation) is likely present for the HiPIMS 75 V bias

Nb/Cu sample and the HiPIMS 125 V bias Nb/Cu sample, as inferred from the behavior of P3f(T )

above 3.5 K in Fig. 5.5.

The fact that experimental data (Fig. 5.3 and Fig. 5.5) and TDGL simulation of the grain

boundary model (Fig. 4.10) both exhibit the four key features (Sec. 4.4) and a TP3f
c below 9.3 K

suggests that “rf vortex semi-loops nucleate in grain boundaries hosting low-Tc impurity phases”

is indeed one of the possible mechanisms of the observed P3f signals for the HiPIMS Nb/Cu

samples.

Figure 5.6 shows the representative data for P3f(T ) generated by surface defects for the

HiPIMS 50 V bias sample, the HiPIMS 100 V bias sample, and the DCMS sample. For the

HiPIMS 50 V bias sample, P3f(T ) with TP3f
c around 6.4 K is observed in a strong input power

regime (Fig. 5.6 (a)), and P3f(T ) with TP3f
c around 6.8 K is observed in a weak input power regime

(Fig. 5.6 (b)). For the HiPIMS 100 V bias sample, P3f(T ) with TP3f
c around 6.5 K is observed

(Fig. 5.6 (c)). For the DCMS sample, P3f(T ) with TP3f
c around 6.5 K is observed (Fig. 5.6 (d)).

The negative value for T < 6.5 K in Fig. 5.6 (d) is due to the naive background subtraction, as

discussed in Sec. 2.4.7.

Figure 5.7 shows the representative data for P3f(T ) of the HiPIMS 0 V bias Nb/Cu sample.

For this sample, P3f(T ) shows a clear transition around 9 K. In addition to the intrinsic Nb

response, P3f(T ) demonstrates a non-trivial temperature dependence around 7.6 K and 6.5 K,

indicating the presence of surface defects.

The surface defect signal of the HiPIMS 0 V bias Nb/Cu sample differs qualitatively from all

other samples examined in this work in two key aspects. First, while P3f(T ) exhibits a bell-shaped
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Figure 5.6: (a) and (b) show P3f(T ) for the HiPIMS 50 V bias Nb/Cu sample with an input
frequency of 2.16 GHz in a strong input power regime and in a weak input power regime,
respectively. (c) shows P3f(T ) for the HiPIMS 100 V bias Nb/Cu sample with an input frequency
of 1.18 GHz. (d) shows P3f(T ) for the DCMS Nb/Cu sample with an input frequency of 1.22
GHz.
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Figure 5.7: Measured P3f(T ) for the HiPIMS 0 V bias Nb/Cu sample. The input frequency is 1.98
GHz and the input power is 3 dBm.

structure in all other samples (see Fig. 5.3, Fig. 5.5, and Fig. 5.6), this characteristic behavior is

absent in the HiPIMS 0 V bias sample. Second, in all other samples that display both intrinsic and

defect-related responses, the surface defect signal is significantly stronger than the intrinsic Nb

response (see Fig. 5.2).

These observations suggest that the HiPIMS 0 V bias Nb/Cu sample likely exhibits a distinct

mechanism for generating nonlinearity, differing from those observed in the other six samples.

Notably, when deposited on complex-shaped substrates, the HiPIMS 0 V samples show significant

porosity inside the film, which is quite different from all other HiPIMS films at non-zero bias [138].

This porosity may give rise to a qualitatively different type of nonlinear response, which is beyond

the scope of the present work.
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Figure 5.8: Check for hysteresis in P3f(T ) measurement for the HiPIMS 125 V bias Nb/Cu sample.
The input frequency is 1.88 GHz and the input power is -25 dBm.

5.5.3 No Evidence of Trapped Vortices Affecting Measurements

For all the P3f(T ) measurements discussed in this chapter, P3f(T ) is measured as a function

of decreasing temperature starting above Tc (from 10 K to 3.5 K). One may wonder whether this

procedure produces trapped vortices when a Nb film cools down through its Tc. To address this

issue, we consider the effects of the two magnetic fields involved: the residual DC field and the

applied rf field. The average flux quanta separation (
√
Φ0/B) corresponding to the residual DC

field near the sample (around 35 µT) is around 7.7 µm, which is much larger than the spatial

resolution of the microscope (sub-micron scale). Therefore, with high probability, there is no DC

flux beneath the microscope probe, even if the 35 µT residual DC field is completely trapped.

Regarding the rf field, the rf vortices are transient, appearing and disappearing twice per rf cycle.

Compared to the dynamics of an rf vortex (on the order of nanoseconds), the temperature change
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during a typical cool-down is in the extreme adiabatic limit. To the best of our knowledge, there

is no unambiguous evidence suggesting that an rf vortex can be converted to a DC vortex and

trapped as a Nb film cools down through Tc.

One way to verify whether rf vortices are trapped in our setup is to compare P3f(T ) measured

during a warm-up process to P3f(T ) measured during a cool-down process for a sample exhibiting

a defect signal, and check for the presence of hysteresis. Here, we examine the HiPIMS 125 V

bias Nb/Cu sample.

The sample is first cooled from 10 K to 3.6 K in the absence of an rf field. The microwave

signal is then turned on after the temperature stabilizes at 3.6 K. Subsequently, the sample

undergoes a gradual warm-up from 3.6 K to 10 K (warm-up P3f(T )), followed by a cool-down

from 10 K to 3.6 K (cool-down P3f(T )), with the microwave signal applied throughout this

process.

As shown in Fig. 5.8, the P3f(T ) measurements do not exhibit a clear hysteresis, supporting

our interpretation that no trapped DC vortices are formed as the Nb film cools through Tc in the

presence of an rf field.

The measurement of Fig. 5.8 is performed one year and a half after the measurement of

Fig. 5.5 (b). It is quite likely that different regions of the sample surface are studied in these two

measurements. This might explain why Fig. 5.8 (TP3f
c =4.8 K) and Fig. 5.5 (b) (TP3f

c =6.8 K) show

different P3f signals.
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Sample Fixed-point measurement Scanning
HiPIMS, 125V bias TP3f

c =6.8 K defect is everywhere

HiPIMS, 100V bias
Nb signal around 8.8 K

N/A
TP3f
c =6.5 K defect

HiPIMS, 75V bias TP3f
c =6.3 K defect N/A

HiPIMS, 50V bias
Nb signal around 8.9 K

TP3f
c =6.4 K defect is everywhere
TP3f
c =6.8 K defect is everywhere

HiPIMS, 25V bias
Nb signal around 9.1 K

two of TP3f
c =6.7 K defects are everywhere

HiPIMS, no bias
Nb signal around 9 K

N/A
defect signal

DCMS, no bias TP3f
c =6.5 K defect N/A

Table 5.2: Summary of the defect signal (red) and the Nb signal (blue) of the seven Nb/Cu samples.

5.6 Summary of the Seven Nb/Cu Samples

The results of the defect signal and the Nb signal of all seven Nb/Cu samples are summarized

in Table 5.2. For the six HiPIMS Nb/Cu samples, it is quite universal that P3f measurements reveal

the intrinsic Nb signal around 9 K and the extrinsic defect signal at low temperatures. Specifically,

the defect signal with TP3f
c between 6.3 K and 6.8 K is observed for five out of the six HiPIMS

Nb/Cu samples, suggesting that such a defect is a generic feature for these HiPIMS Nb/Cu samples.

(Here, we exclude the HiPIMS 0 V bias Nb/Cu sample, since it exhibits a distinct mechanism for

generating nonlinearity.) Moreover, the defect signals are always much stronger than the intrinsic

Nb signal around 9 K, like the situation shown in Fig. 5.2. Scanning measurements are performed

for three HiPIMS samples (25 V bias sample, 50 V bias sample, and 125 V bias sample), and

the results show that the defect signals are quite uniform at the µm-scale for all three samples. It

is worth noting that the third-harmonic response of a Nb/Cu film in a previous research of the

Anlage lab [11] also revealed surface defects, with TP3f
c around 6.76 K (see TABLE I of [11]).
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Sample ρdefect hdefect
penetration

HiPIMS, 125V bias low deep
HiPIMS, 100V bias low deep
HiPIMS, 75V bias low shallow
HiPIMS, 50V bias high shallow
HiPIMS, 25V bias high shallow
HiPIMS, no bias N/A
DCMS, no bias N/A

Table 5.3: Comparison of the seven Nb/Cu samples. The second column shows qualitative
assignments of the density of surface defects that nucleate rf vortex semi-loops (ρdefect) and the
third column shows qualitative assignments of how deep an rf vortex semi-loop penetrates into a
sample through a surface defect (hdefect

penetration).

5.7 Comparison of the Seven Nb/Cu Samples: Suppression of rf Vortex Nucleation

Larger values of P3f are closely related to the presence of rf vortex semi-loops. By studying

P3f , we investigate surface defects that nucleate rf vortex semi-loops, which are the kinds of

surface defects that are directly relevant to the rf performance of SRF cavities. Throughout the

following discussion, surface defects specifically refer to those capable of nucleating rf vortex

semi-loops.

Equipped with the insights from TDGL simulations discussed in Chapter 4, the measured

P3f can be analyzed further.

First, the number of peaks in P3f(T ) can be correlated with the density of surface defects

(ρdefect), as demonstrated by the comparison between Sec. 4.3.4 and Sec. 4.6. A single-peak

structure in P3f(T ) corresponds to a low density of surface defects (see Sec. 4.3.4), whereas a

two-peak structure indicates a higher defect density (see Sec. 4.6). In some Nb/Cu samples (75 V

bias, 100 V bias, and 125 V bias), the P3f(T ) defect signal exhibits a single-peak structure (see

Fig. 5.5 and Fig. 5.6 (c)), suggesting that only one dominant defect signal is captured. In contrast,
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P3f(T ) of the HiPIMS 25 V bias Nb/Cu sample shows a two-peak feature (see Fig. 5.3), indicating

that the measured P3f(T ) results from the superposition of two defect signals.

Second, the “crossing” in P3f(T ) can be linked to the depth of rf vortex semi-loop penetration

into the sample through a surface defect (hdefect
penetration), as discussed in Sec. 4.5. The absence of the

crossing effect corresponds to a small hdefect
penetration (shallow), and the presence of the crossing effect

corresponds to a large hdefect
penetration (deep).

The data in Fig. 5.5 (a) closely resembles the simulation result in Fig. 4.11 (a), where a

stronger rf field amplitude consistently enhances P3f across all temperatures, showing no crossing

effect. Conversely, the data in Fig. 5.5 (b) aligns with the simulation result in Fig. 4.10, exhibiting

a “crossing effect”: at temperatures near TP3f
c , a stronger rf field amplitude leads to a weaker P3f

(the red curve falls below the blue curve).

The assignment of qualitative surface defect properties of all seven Nb/Cu samples is

summarized in Table 5.3. The second column shows an estimate for the density of surface defects

that nucleate rf vortex semi-loops (ρdefect) and the third column shows how deep an rf vortex

semi-loop penetrates into a sample through a surface defect (hdefect
penetration). rf vortex penetration

through surface defects is one of the main enemies of SRF applications. To achieve good SRF

performance, the surface defect density should be low and the defect should be shallow. From the

perspective of these two properties, among the five HiPIMS Nb/Cu samples with non-zero voltage

bias, the HiPIMS 75 V bias Nb/Cu sample is the most effective in reducing the nucleation of rf

vortices associated with surface defects.

In the numerical simulations in Chapter 4, surface defects that nucleate rf vortex semi-loops

are modeled as grain boundaries. Since P3f is associated with the behavior of rf vortex semi-loops,

it is likely that the ideas of ρdefect and hdefect
penetration could apply to surface defects other than grain
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boundaries (dislocations, for example).

For the DCMS sample, the actual P3f value of the sample response remains unknown due to

interference with the background signal and the lack of relative phase information (see Fig. 5.6

(d)). Consequently, the TDGL simulation results cannot be directly applied to the experimental

data of the DCMS sample.

5.8 Comparison with Previous Research

Previous research conducted in the Anlage lab [11] investigated the third-harmonic response

of several bulk Nb samples and Nb/Cu films using the same experimental setup as in this study.

Here, we briefly compare the key differences between Ref. [11] and the present study.

In terms of simulations, Ref. [11] employs a hybrid approach: the third-harmonic response

from surface defects is analyzed using the Josephson junction model, a circuit-based framework,

while the response from rf vortex semi-loop nucleation in defect-free Nb is studied using TDGL

simulations. In contrast, the present work applies the TDGL framework to analyze both surface

defects and Nb (see Chapter 4), providing a unified theoretical approach.

On the experimental side, the periodic feature observed in Ref. [11]—explained by the

Josephson junction model—is absent in the Nb/Cu films studied in this work. This suggests that

the surface defects in the older-generation samples might differ from those in the new-generation

samples. Consequently, rather than employing the Josephson junction model, we explore a

different surface defect model in this work, namely the grain boundary model (see Sec. 4.3).
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5.9 Conclusion

In this work, we study seven Nb/Cu films that are candidates for SRF applications. Local

P3f measurements reveal surface defects with P3f onset temperatures between 6.3 K and 6.8 K

for five out of the six HiPIMS Nb/Cu samples, indicating that such defects are a generic feature

of these air-exposed HiPIMS Nb/Cu films. The signal from the low-Tc surface defect is much

stronger than the intrinsic Nb response around 9 K, suggesting that our local P3f measurement

is sensitive to surface defects. With the capability of µm-scale scanning, it is found that such a

defect is quite uniform in space on the µm-scale.

TDGL simulations are performed (in Chapter 4) to further analyze the experimental results.

In particular, the simulations indicate that two key properties—the density of surface defects that

nucleate rf vortices and the depth to which rf vortices penetrate through these defects—can be

qualitatively extracted from our local P3f measurements. We find that these two phenomenological

parameters vary systematically with film deposition conditions. From the point of view of these

two properties, the HiPIMS 75 V bias Nb/Cu sample stands out as the most effective in reducing

the nucleation of rf vortices associated with surface defects.
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Chapter 6: TDGL Modeling of Trapped Vortex Dynamics and Second-Harmonic

Response

The studies presented in this chapter are covered in Ref. [7].

6.1 Introduction

The dynamics of trapped DC vortices under stimulation by a localized rf magnetic field is a

complex and rich topic. A comprehensive numerical investigation of this problem is beyond the

scope of this work. Instead, this chapter focuses on illustrating key features of the second-harmonic

response (P2f) associated with trapped vortex dynamics using numerical simulations of simplified

toy models (Niobium superconductor hosting vortex pinning sites). These simulations provide

key insights into the underlying mechanisms of P2f , which will later be used to interpret the

experimental results presented in Chapter 7. The general framework for the TDGL simulations

used in this study is described in Chapter 3.

Throughout this chapter, the term trapped vortices refers to trapped DC vortices.

To investigate the dynamics of trapped vortices, we first describe the incorporation of trapped

vortices into our TDGL simulations (Sec. 6.2). We then discuss the fundamental mechanism

responsible for the observed second-harmonic response (Sec. 6.3). Finally, we present three core

features of P2f using various toy models (Sec. 6.4, Sec. 6.5, and Sec. 6.6).
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Figure 6.1: A schematic representation of the TDGL simulations and toy models. The blue double
arrow represents the rf dipole, the red dots represent the pinning sites, and the red dashed line
represents a trapped vortex.

6.2 Modeling Trapped DC Vortices in TDGL Simulations

The primary addition to the TDGL framework described in Chapter 3 is the inclusion of

single-flux-quantum trapped magnetic vortices. Figure 6.1 provides a schematic representation of

the TDGL simulations and toy models (Niobium superconductor hosting vortex pinning sites). In

this schematic, there is one set of pinning sites and one trapped vortex pinned by the pinning sites.

In the toy models studied in this chapter, a pinning site is modeled as a spherical region of
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toy model xpin (nm) ypin (nm) rpin (nm)
1 0 0 40
2 120 80 40

3
80 80 40
-80 -80 40

4
80 80 40
80 -80 40

5
120 80 40
40 -120 16

6
120 80 40
120 -80 18

Table 6.1: Summary of the pinning site configurations for toy models 1 to 6. Each toy model
includes either one or two sets of pinning sites, with each set consisting of three identical pinning
sites sharing the same (xpin, ypin) coordinates. The zpin values for the three sites are -200 nm, -360
nm, and -520 nm.

radius rpin composed of a low-Tc impurity phase. Pinning sites are incorporated by introducing

spatial variations in five material-specific parameters, as discussed in Sec. 3.6.

The location of a pinning site is represented by (xpin, ypin, zpin), where zpin < 0 since the

sample occupies the z < 0 region. Each toy model includes either one or two sets of pinning sites,

with each set consisting of three identical pinning sites sharing the same (xpin, ypin) coordinates.

The zpin values for the three sites are -200 nm, -360 nm, and -520 nm. Each set of pinning sites

can then be labeled by its xpin, ypin, and rpin.

The specific pinning site configurations for the toy models studied in this chapter are

summarized in Table 6.1.

To generate trapped vortices, a uniform DC magnetic field is applied along the z-direction.

DC vortices aligned in the z-direction then nucleate at the boundary of the superconducting

domain and propagate inward, spreading throughout the superconducting region. While most

of these vortices remain unpinned and free to move, some become pinned at the pinning sites.

Once these vortices are pinned, the external DC magnetic field is subsequently removed. The
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unpinned vortices repel each other and eventually exit the simulation domain, leaving only the

pinned vortices localized at the pinning sites (as illustrated in Fig. 6.1).

After the unpinned vortices have left the simulation domain, the rf magnetic field is applied

for five rf cycles, and P2f at the location of the dipole is calculated based on the vortex dynamics

observed during the fifth rf cycle.

6.3 Origin of Second-Harmonic Response

6.3.1 Asymmetry in Vortex Dynamics and Second-Harmonic Response

As discussed in Sec. 1.4.4, when a system is driven by a sinusoidal driving force, the

second-harmonic response quantitatively characterizes the asymmetry in the system dynamics

between successive half-cycles.

In the context of this work, the system consists of trapped vortices in a superconductor, and

the driving force is an oscillating magnetic field created by a scanned dipole over the surface of

the superconductor. When trapped vortices are stimulated by this oscillating magnetic field, they

wiggle in response, and the asymmetry component of this motion generates second-harmonic

response.

6.3.2 Mechanism of Asymmetry in Trapped Vortex Dynamics

The asymmetry in time of trapped vortex dynamics can arise from various mechanisms. One

such mechanism involves an asymmetric potential experienced by vortices, which may originate

intrinsically in noncentrosymmetric superconductors [153,154], be introduced through artificially

engineered asymmetric potentials [155–158], or be created by the combination of a symmetric
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Figure 6.2: Asymmetry in time of the dynamics of a trapped vortex (at (x, y) = (0, 0)) as a
function of dipole location (xdp, ydp), for hdp = 400 nm. (a) TDGL simulation results of P2f as
a function of dipole location (xdp, ydp) for toy model 1 (a vortex pinned at (x, y) = (0, 0)), at
T = 7.44 K and Bpk = 28.3 mT. (b) The plot of |Bdp,x∇xBdp,x|2 at (x, y) = (0, 0) as a function
of dipole location (xdp, ydp), where Bdp,x is the x-component of the magnetic field at the surface
of a superconductor created by a magnetic dipole.

pinning potential and a DC current acting as a bias [33, 156].

In our case, the asymmetry originates from the localized and inhomogeneous nature of the rf

magnetic field, which is generated by the rf dipole in simulations and by the microscope probe in

experiments. This rf magnetic field induces a screening current, which in turn generates a Lorentz

force acting on trapped vortices [37, 38, 159, 160]. Due to the strong spatial gradient of the rf

magnetic field, both the screening current and the resulting Lorentz force exhibit significant spatial

gradients. During an rf cycle, a trapped vortex experiences a stronger Lorentz force when moving

toward regions of higher magnetic field strength and a weaker force when moving away, resulting

in asymmetric vortex dynamics between the two half-cycles.
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6.3.3 Spatially Inhomogeneous rf Field and Asymmetric Vortex Dynamics

To further investigate the mechanism underlying the second-harmonic response in our

system, it is insightful to consider the following question: For a vortex pinned at (x, y) = (0, 0),

how does its dynamics vary as a function of the dipole location (xdp, ydp), while keeping the

dipole height hdp fixed?

Figure 6.2 (a) presents TDGL simulation results for P2f (recovered at the dipole location)

as a function of (xdp, ydp), for a vortex pinned at (x, y) = (0, 0) (toy model 1). This essentially

represents the second-harmonic point-spread function of a single trapped DC vortex, as imaged

by our near-field magnetic microwave microscope. The spatial pattern of P2f(x, y) observed in

Fig. 6.2 (a) can be understood as follows.

The Lorentz force FLorentz acting on a trapped vortex is proportional to the local current

density J , which, to first-order approximation, is proportional to the magnitude of the magnetic

field Btotal. At the superconductor surface (z = 0), Btotal = 2Bexternal by considering the image

method and the boundary condition that the perpendicular component of the magnetic field must

vanish at z = 0. In other words, at z = 0, we have

FLorentz ∝ J ∝ Btotal = 2Bexternal. (6.1)

In our case, Bexternal is the external magnetic field at z = 0 created by the rf dipole.

Since the rf dipole is oriented in the x-direction, the induced current is primarily in the

y-direction, creating a Lorentz force on the vortex in the x-direction, and the motion of the trapped

vortex is predominantly along the x-axis. Roughly speaking, the asymmetry in the vortex motion
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is proportional to both the strength of the Lorentz force exerted on the vortex by Jy and its spatial

gradient at z = 0. Consequently, an estimate of P2f at the surface of the superconductor is given

by

P2f(xdp, ydp) ∝ |Jy∇xJy|2 ∝ |Bdp,x∇xBdp,x|2, (6.2)

where Bdp,x is the x-component of the dipole magnetic field (Bexternal in this case) at z = 0.

The analytic expressions for Bdp,x is given by

Bdp,x(x, y) =
µ0M

4π

3(x− xdp)
2 − r2

r5
, (6.3)

where M is the magnetic moment, and r =
√
(x− xdp)2 + (y − ydp)2 + h2dp. For Bdp,x∇xBdp,x,

we have

Bdp,x∇xBdp,x =

(
µ0M

4π

)2
3(x− xdp)

2 − r2

r12

× 3(x− xdp)
[
3r2 − 5(x− xdp)

2
]
.

(6.4)

Figure 6.2 (b) presents |Bdp,x∇xBdp,x|2 experienced at (x, y) = (0, 0) as a function of

scanned dipole location (xdp, ydp). The strong similarity between Fig. 6.2 (a) and Fig. 6.2 (b)

supports the qualitative validity of Eq. 6.2. A key feature shared by both figures is that the

asymmetry vanishes along the entire y-axis (xdp = 0). In Fig. 6.2 (b), this occurs because

∇xBdp,x = 0. In Fig. 6.2 (a), the system exhibits symmetry between the −x and +x directions,

leading to symmetric vortex dynamics between the two half-cycles, which results in P2f = 0. Note

that P2f = 0 when the dipole is positioned directly above the trapped vortex ((xdp, ydp) = (0, 0))

even though there is a significant Lorentz force acting on the vortex. Figure 6.2 (a) clearly
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demonstrates that P2f reflects the asymmetry of the vortex dynamics rather than simply indicating

the presence of a trapped vortex right beneath the dipole. In the case of multiple trapped vortices,

P2f remains a measure of the asymmetry in their collective dynamics rather than being proportional

to their number.

It is worth pointing out that the pinning potential in toy model 1 enjoys rotational symmetry

about the z-axis. The asymmetry in the wiggling motion of the trapped vortex (except along the

y-axis) originates from the strong gradient of the localized rf magnetic field itself at the vortex

location rather than from any intrinsic asymmetry in the pinning potential. Consequently, this

technique, measuring P2f with our microwave microscope, remains effective even for trapped

vortices in symmetric pinning potentials.

For the rest of the simulations in this chapter (toy models 2 to 6), the dipole is fixed at

(xdp, ydp, hdp) = (0, 0, 400 nm).

6.4 Trapped Vortices and P2f

Core Feature 1: P2f arises exclusively in the presence of trapped vortices and is absent when no

trapped vortices are present.

Figure 6.3 shows P2f(T ) for toy model 2 under two scenarios. In Case 1 (red curve), a single

pinned vortex is present, while in Case 2 (blue curve), no pinned vortex is present. Both cases use

identical conditions and pinning potentials, with the only difference being the presence or absence

of a trapped vortex at the pinning sites. In Case 1, the wiggling of the trapped vortex generates P2f .

In Case 2, there is no trapped vortex, and hence P2f = 0. The slight bump observed in the blue

curve around 8.8 K is attributed to numerical errors (slight asymmetries in the computed response
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Figure 6.3: TDGL simulation results of P2f(T ) (Bpk = 28.3 mT) for toy model 2 under two
scenarios. There is one pinned vortex for the red curve (Case 1) and there is no pinned vortex
for the blue curve (Case 2). The inset shows the top-view setup of toy model 2: The blue double
arrows represent the rf dipole, and the red dot represents the vortex (Case 1) pinned by pinning
sites.

between the two half-cycles).

6.5 Trapped Vortex Configuration and P2f

Core Feature 2: P2f is highly sensitive to the specific configuration of trapped vortices.

Figure 6.4 shows P2f for toy models 3 and 4, both of which contain two trapped vortices.

Despite this similarity, the values of P2f differ dramatically. In fact, P2f is expected to be zero for

toy model 3, as the vortex dynamics is perfectly symmetric by design; the small nonzero value

observed in simulations (noted on the Figure) arises from numerical errors. This comparison

between toy models 3 and 4 highlights that P2f can vary significantly with changes in the trapped

vortex configuration. Since P2f reflects the time-asymmetry in vortex dynamics, it is inherently
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Figure 6.4: TDGL simulation results of P2f for toy models 3 and 4, at T = 7.44 K and Bpk = 28.3
mT. The top-view shows a projection of the rf dipole (blue arrows) and the red dots represent
vortices pinned by pinning sites.

sensitive to the detailed arrangement of trapped vortices.

6.6 Changes in Trapped Vortex Configuration

Core Feature 3: Changes in the trapped vortex configuration can cause abrupt jumps in P2f(T ).

One manifestation of Core Feature 2 is that vortex configuration changes as the temperature

increases, which can result in a jump (up or down) in P2f(T ). Figure 6.5 shows P2f(T ) for

toy model 5. At low temperatures (T<8.6 K), two vortices remain pinned. As the temperature

increases beyond 8.6 K, one of the pinned vortices becomes depinned and escapes from the

simulation due to the vortex-vortex repulsive force exceeding the pinning force provided by the

pinning sites. This depinning event causes a dramatic jump in P2f(T ) around 8.6 K, as shown in

Fig. 6.5.

Since P2f reflects the time-asymmetry in vortex dynamics rather than being proportional to

the number of trapped vortices, its value can either increase or decrease when a pinned vortex is
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Figure 6.5: TDGL simulation results for P2f(T ) for toy model 5 at Bpk = 28.3 mT. The two
insets display the normalized order parameter (ψ/ψ∞) at T=8.56 K and T=8.65 K, providing a
visualization of the trapped vortices and pinning sites (red spheres).

Figure 6.6: TDGL simulation results for P2f(T ) for toy model 6 at Bpk = 5.7 mT. The blue double
arrow represents the rf dipole, and the red dots represent vortices pinned by pinning sites.
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removed. An example of P2f(T ) exhibiting a downward jump upon vortex depinning is provided

in Fig. 6.6.

Figure 6.6 shows P2f(T ) for toy model 6. At low temperatures (T<8.32 K), two vortices

remain pinned. As the temperature increases beyond 8.32 K, one of the pinned vortices becomes

depinned and escapes from the simulation due to the vortex-vortex repulsive force exceeding the

pinning force provided by the pinning sites. This depinning event causes a noticeable downward

jump in P2f(T ) around 8.32 K, as shown in Fig. 6.6.
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Chapter 7: Experimental Investigation of Trapped Vortex Dynamics in a Nb

Film

The studies presented in this chapter are covered in Ref. [7].

7.1 Introduction to Trapped Vortices in Superconductors

7.1.1 Impact of Trapped Vortices in Superconducting Systems

Stray magnetic vortices that become pinned in superconductors contribute to enhanced losses

in superconducting radio-frequency (SRF) cavities and corrupt the operation of superconducting

electronics. In SRF cavities, trapped vortices introduce residual resistance, limiting the achievable

quality factor [5, 81, 86, 161–172]. For superconducting quantum circuits, trapped vortices add

loss [173–175], which serve to limit the coherence time of superconducting qubits operating at

microwave frequencies. On the other hand, trapped vortices at current-nodes of a superconducting

resonator can also be used to capture non-equilibrium quasiparticles and relax them [176]. For

superconducting digital circuits, pinned vortices not only degrade performance but, in extreme

cases, can compromise circuit functionality entirely [177–186].

The effects of trapped vortices in superconducting digital circuits are usually thought of in

terms of DC bias currents that the vortices add to the circuits. However, in this work we investigate
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an effect that has largely been overlooked in the context of superconducting digital circuits, namely

the microwave frequency response of trapped vortices in superconductors.

7.1.2 Techniques for Studying Trapped Vortices

The behavior of trapped vortices under stimulation by an oscillating magnetic field [187] is

often studied using macroscopic approaches that focus on the collective response of many trapped

vortices. These studies typically measure average properties such as loss, critical current density,

and pinning energy [33, 79, 188–193]. The results are generally interpreted in terms of collective

single-coordinate models (e.g., Gittleman-Rosenblum type models) [37,38,159,160,194,195],

which describe the bulk response of vortices to rf currents rather than capturing the behavior of

individual vortices. While these macroscopic techniques provide valuable insights into the average

properties of all trapped vortices in a sample, they do not resolve the microscopic behavior of

individual trapped vortices.

To gain a detailed understanding of vortex behavior, microscopic imaging techniques

have been employed to directly study individual vortices in superconductors. Methods such

as magnetic force microscopy (MFM) [196], scanning superconducting quantum interference

device (SQUID) [197, 198], single-vortex confinement structures [199], scanning Hall probe

microscopy [200], and scanning tunneling microscopy (STM) [201] have provided invaluable

insights into vortex behavior. However, these techniques do not directly probe the high-frequency

response of trapped vortices under an rf magnetic field, leaving a gap in our understanding of their

microwave dynamics.

To address this gap, we employ a near-field magnetic microwave microscope to investigate
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the high-frequency response of individual trapped vortices, as discussed in the next section.

7.2 Near-Field Magnetic Microwave Microscopy for Trapped Vortices

In this study, we introduce a near-field magnetic microwave microscope approach [6, 8–

11, 23–25, 27–30, 67, 69] to study the dynamics of a limited number of trapped vortices under

the probe (at micron length scales) by stimulating them with a localized and intense rf magnetic

field and analyzing the second-harmonic response (P2f) generated by their resulting motion. The

near-field magnetic microwave microscope used in this study is detailed in Chapter 2.

The second-harmonic response has some subtleties associated with its interpretation. In

Chapter 6, we show that the magnitude of the second-harmonic response is not directly proportional

to the density of trapped vortices. Note that it is not our goal to measure the critical current density

or the vortex depinning frequency (which is an effective macroscopic property of many vortices)

associated with trapped vortices. Instead, P2f is sensitive to a limited number of vortices and their

detailed configuration and dynamics beneath the probe of our microwave microscope, and hence

can be used to detect changes in trapped vortex configuration.

7.3 Overview of the Chapter

In this study, we experimentally investigate a Nb film with an antidot flux pinning array

using our near-field magnetic microwave microscope. By measuring the local second-harmonic

response (P2f) at sub-femto-Watt levels, we isolate signals originating exclusively from trapped

vortices, excluding contributions from surface defects and Meissner screening currents.

In Chapter 6, toy models of a Nb superconductor with trapped vortices are introduced and
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studied using TDGL simulations of probe-sample interactions. As demonstrated in this chapter,

the experimental results exhibit key features that align with the simulations.

This measurement technique provides access to vortex dynamics at the micron scale, such

as depinning events of trapped vortices and spatially-resolved pinning properties, as demonstrated

in measurements on the antidot Nb film.

7.4 Outline of the Chapter

The outline of this chapter is as follows: In Sec. 7.5, we present the Nb film with an antidot

flux pinning array studied in this work. In Sec. 7.6, we present the experimental results for the

antidot Nb film, and interpret the results with the insights from TDGL simulations discussed in

Chapter 6. In Sec. 7.7, we extract vortex pinning properties from the experimental results. In

Sec. 7.8, we summarize our findings on the antidot Nb film and discuss the capabilities of this

measurement technique.

7.5 Sample Information

Antidot arrays in superconducting films serve as engineered traps for vortices [156–158,189–

192,200,202,203]. In this work, we study a 170-nm-thick Nb film with an antidot flux pinning

array on a SiOx substrate. The antidot array has a period of 1.6µm and an antidot diameter of

1.2µm. Figure 7.1 shows an atomic force microscopy (AFM) image of a 5× 5µm2 surface area

of the sample. Note that the substrate is exposed in the antidot regions of the film.
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Figure 7.1: An atomic force microscopy (AFM) image of a 5 × 5µm2 surface area of the Nb
antidot film sample.

7.6 Experimental Results with Insights from TDGL Simulations

7.6.1 Measurement Protocol

A representative measurement protocol is as follows. Initially, the probe (magnetic writer

head) is positioned away from the sample. To create trapped vortices, the sample is first warmed

to 10 K, well above the transition temperature. A DC magnetic field (Bcooldown) is then applied,

and then the sample is gradually cooled from 10 K (above Tc) to 6.5 K (below Tc) at a rate of

0.55 mK/s. The sample is subsequently cooled rapidly from 6.5 K to 3.8 K (base temperature).

Once the temperature stabilizes at 3.8 K, the DC magnetic field is removed. The probe is then

brought into contact with the sample by adjusting the piezo stages. The microwave source is then

activated with a fixed input frequency f and power, and P2f is measured as the sample is gradually

warmed from 3.8 K to 10 K. During this warmup process, the surface of the sample is exposed

to a fixed rf magnetic field, Brfsin(ωt), over a micron-scale area. Notably, no DC magnetic field
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is applied during the microwave measurements, ensuring that the measured P2f originates solely

from trapped vortices in the sample.

The magnetic writer head itself exhibits temperature-independent nonlinearity. Since the

measured P2f is a combination of the probe background and the sample contribution, the probe

background, determined by averaging the magnitude of P2f(T ) between 9.5 K and 10 K, is

subtracted from the total signal to isolate the sample response.

With magnetic shielding in place, the residual DC magnetic field near the sample at low

temperatures is found to be approximately 2.1 µT, as measured with an in-situ cryogenic 3-axis

magnetometer (Bartington Cryomag-100).

7.6.2 Field of View of the Microscope Probe

The spatial resolution of the microscope ranges from sub-micron to micron scale, depending

on the probe-sample separation, and the signal being analyzed. For measurements of the second-

harmonic response, the spatial resolution is estimated to be approximately 1.1µm for this specific

setup, as discussed below.

The field of view of the probe can be estimated using a Monte Carlo approach. For instance,

if the average number of trapped vortices within the field of view of the probe for a given Bcooldown

value is 0.4, the probability of the probe interacting with a trapped vortex and detecting the P2f

signal is 40%. In practice, we perform six repeated measurements of P2f(T ) (with an input

frequency of 1.824 GHz and input power of 6 dBm) and record how many trials exhibit a transition

near the Tc of the sample in the low trapped vortex density regime (small Bcooldown values).

For Bcooldown = 0.061 mT, 0.124 mT, and 0.188 mT, the number of trials showing a sample
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Figure 7.2: Representative data for P2f as a function of temperature during a warmup measurement
for two different cooldown fields. The red dots are the data for Bcooldown = 1.7 mT and the blue
dots are the data for Bcooldown = 2.1µT. The input frequency is 1.81 GHz, and the input power is
6.8 dBm.

signal out of six measurements are 2, 4, and 5, respectively. Based on these results, the interaction

range between the probe and trapped vortices is estimated to be approximately 1.1µm.

7.6.3 Representative Data of P2f(T )

Figure 7.2 shows the representative data for the linear power scale P2f(T ) during a warmup

measurement at a fixed location on the sample, for two different cooldown fields. The input

frequency is f = ω/2π = 1.81 GHz, and the input power is +6.8 dBm (at the room temperature

microwave source).

The red dots are the data for Bcooldown = 1.7 mT. This cooldown magnetic field corresponds

to an average flux quanta separation (
√
Φ0/Bcooldown) of 1.11µm, a filling fraction of the antidot

lattice of 1.70, and an average of 8.3 flux quanta in the field of view of the microwave microscope

130



probe (see Sec. 7.6.2). The P2f(T ) shows a clear transition around 8.6 K, which is the Tc of the

sample. For T<8.6 K, vortices are trapped in the sample, and their wiggling under stimulation

by the rf magnetic field generates P2f . For T>8.6 K, the sample loses superconductivity and the

trapped vortices are released, and hence P2f vanishes.

The blue dots are the data for Bcooldown = 2.1µT, which is the measured residual DC

magnetic field when no external field is applied. This cooldown magnetic field corresponds to an

average flux quanta separation of 31.40µm, a filling fraction of the antidot lattice of 0.0021, and

an average of 0.01 flux quanta in the field of view of the microwave microscope probe. Because

the density of trapped vortices is very low, with high probability, there are no trapped vortices in

the field of view of the probe, and thus there is no P2f .

The contrast between the two data sets (red and blue) in Fig. 7.2 clearly demonstrates that

P2f originates from vortices trapped in the sample that are in the field of view of the probe, which

agrees with Core Feature 1 (see Sec. 6.4).

For simplicity, in the following text, the term “trapped vortices” will refer specifically to

those within the field of view of the microwave microscope probe.

7.6.4 Vortex Configuration Change and P2f(T ) Jump

A distinct discrete jump in P2f(T ) is observed around 5.75 K for Bcooldown = 1.7 mT in

Fig. 7.2. In the following, the temperature of such a discrete jump is denoted as TP2f(T )jump. One

possible explanation for this P2f(T ) jump is as follows: For temperatures slightly below 5.75

K, the trapped vortices are arranged in a specific configuration. As the temperature increases

to approximately 5.75 K, the configuration of the trapped vortices changes. This change in
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Figure 7.3: A 3-stage zigzag temperature sweep measurement of P2f at a fixed location on the
sample surface. The input frequency is 1.818 GHz, and the input power is 2 dBm.

Figure 7.4: Three two-dimensional images of P2f(x, y) measured on the Nb film, plotted with a
common color-bar (right). The step size is 1.5µm. From left to right, the images are obtained
successively at 7 K, 8.2 K, and then back to 7 K. The input frequency is 1.81 GHz, and the input
power is 6.8 dBm.
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configuration leads to the discrete jump in P2f(T ) (see Sec. 6.6), since the measured P2f comes

from the superposition of the contributions of all the trapped vortices under the probe. The

interpretation of P2f(T ) jumps as indicators of vortex configuration changes is supported by the

observation of P2f hysteresis in temperature sweeps, as discussed below.

Figure 7.3 shows a 3-stage zigzag temperature sweep measurement of P2f . The sample is

first cooled from 10 K to 6.5 K with Bcooldown = 1.7 mT. The DC magnetic field is then removed,

and three successive microwave measurements are performed: stage 1 involves warming from 6.5

K to 8.3 K (red), stage 2 involves cooling back from 8.3 K to 6.5 K (green), and stage 3 involves a

second warming from 6.5 K to 8.3 K (blue). Note that the sample remains below Tc in this entire

P2f measurement process. In stage 1, three discrete jumps in P2f(T ) are observed, whereas P2f(T )

remains nearly temperature-independent during stages 2 and 3. This 3-stage zigzag temperature

sweep clearly demonstrates the hysteresis of P2f when P2f(T ) jumps are present.

One possible interpretation is as follows: At the beginning of stage 1, the vortex configuration

is metastable. As the temperature increases, the trapped vortices rearrange themselves into

progressively more stable configurations (from configuration 1 to configuration 4), which is

reflected in the P2f(T ) jumps. Configuration 4 is the most stable among the four configurations,

and thus the vortices tend to remain in this configuration during stages 2 and 3. This hysteresis

behavior of P2f(T ) jumps aligns with the hypothesis that these jumps correspond to transitions of

trapped vortices from less stable to more stable configurations.

As additional evidence of the hysteresis behavior of P2f , Fig. 7.4 presents spatially-scanned

images of P2f at multiple temperatures. The sample is first cooled from 10 K to 7 K with

Bcooldown = 1.7 mT. The DC magnetic field is then removed, and three successive microwave

measurements are performed: the first image at 7 K (left), the second image after warming from 7
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Figure 7.5: Two repeated measurements of P2f(T ) at nominally the same location of the Nb film
sample for Bcooldown = 1.7 mT. The input frequency is 1.819 GHz, and the input power is -5 dBm.

K to 8.2 K< Tc (center), and the third image after cooling back from 8.2 K to 7 K (right). The

contrast between the left and right images clearly demonstrates the hysteresis behavior of P2f .

The measured value of P2f is highly sensitive to the details of trapped vortex configurations

(see Sec. 6.5), which are complex and inherently stochastic. For example, Fig. 7.5 presents

two repeated measurements of P2f(T ) performed at the same location under nominally identical

conditions, where the contrast between Trial 1 (red) and Trial 2 (blue) highlights this stochastic

behavior. (The negative P2f(T ) observed in Trial 2 is due to the naive background subtraction, as

discussed in Sec. 2.4.7.) Given this sensitivity, rather than focusing on the absolute value of P2f ,

we analyze P2f(T ) jumps, which serve as indicators of changes in trapped vortex configurations

and are therefore closely related to pinning properties.

134



7.7 Vortex Pinning Properties and Statistics of P2f(T ) Jumps

7.7.1 Temperature Dependence of P2f(T ) Jumps

To further investigate P2f(T ) jumps, we perform repeated measurements of P2f(T ) from 3.8

K to above Tc at nominally the same location of the Nb film sample and analyze the statistical

properties of TP2f(T )jump.

Figure 7.6(a) presents the statistical distribution of TP2f(T )jump as a function of temperature.

The data is obtained from 10 repeated measurements of P2f(T ) during a temperature sweep

from 3.8 K to above Tc, conducted nominally at the same location on the sample surface, with

Bcooldown = 0.64 mT. This cooldown magnetic field corresponds to an average flux quanta

separation of 1.80µm, a filling fraction of the antidot lattice of 0.65, and an average of 3.2 flux

quanta in the field of view of the microwave microscope probe.

The distribution in Fig. 7.6(a) reveals three distinct clusters: one above TP2f(T )jump/Tc = 0.8,

another peaked around TP2f(T )jump/Tc = 0.72, and a third below TP2f(T )jump/Tc = 0.6.

The rearrangement of trapped vortices as the temperature increases is inherently complex,

potentially resulting in a multi-component TP2f(T )jump distribution. For example, an Abrikosov

vortex might jump from one pinning site to a nearby pinning site [201, 204], be attracted to and

captured by an antidot, or flux trapped by antidots could rearrange into other antidots near Tc.

The three distinct clusters in Fig. 7.6(a) suggest the presence of three different types of

trapped vortex rearrangement events in the sample. The profiles and temperatures of these

clusters provide insight into the pinning properties of the sample. Notably, the cluster above

TP2f(T )jump/Tc = 0.8 accounts for more than half of the total P2f(T ) jumps. Specifically, the
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Figure 7.6: Histogram of the temperatures at which P2f(T ) jumps occur (TP2f(T )jump). The data is
obtained from 10 repeated measurements of P2f(T ) from 3.8 K to above Tc at Location 1. Panels
(a) and (b) correspond to cooldown fields of Bcooldown = 0.64 mT and Bcooldown = 0.84 mT,
respectively. The input frequency is 1.708 GHz, and the input power is -3 dBm. The red curve in
panel (a) is the fitting result using Eqs. 7.1 and 7.2.
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high-temperature jump ratio, defined as NT>0.8Tc
jump /N total

jump, is 0.74 for Fig. 7.6(a).

7.7.2 Extracting Vortex Pinning Parameters

One possible mechanism for trapped vortex rearrangement events is thermal activation

[37, 38, 160, 204–207]. Under this mechanism, trapped vortices are expected to rearrange

more frequently at higher temperatures, consistent with the trend observed in the cluster above

TP2f(T )jump/Tc = 0.8 in Fig. 7.6(a). To analyze the data further, assume a temperature-dependent

activation energy U(T ) as [207–214]

U(T ) = U0

(
1− T

Tc

)γ

(7.1)

where γ is a scaling exponent. Assume the likelihood of trapped vortex rearrangement events

P (T ) due to thermal activation at temperature T is given by

P (T ) ∝ e
−U(T )

kBT . (7.2)

Assuming that trapped vortex rearrangement events for T > 0.8 Tc in Fig. 7.6(a) are primarily

driven by thermal activation, with vortex-vortex interactions playing a minor role, we fit the

probability distribution above T = 0.8 Tc using Eqs. 7.1 and 7.2. The resulting fit yields a pinning

potential of U0 = 14.8 kBTc = 127.3 K = 10.97 meV and a scaling exponent of γ = 1.43.

Building on this analysis, we investigate the spatially-resolved vortex pinning properties (U0

and γ) of the sample. We perform measurements following the same procedure as described in

Fig. 7.6(a) (Location 1) but at a different location on the sample surface (Location 2). Locations
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Location U0 (meV) γ U(T ) (meV) for 0.30 < T/Tc < 0.48
1 10.97 1.43 between 4.26 and 6.57
2 9.86 1.76 between 3.08 and 5.25

Table 7.1: Summary of the vortex pinning parameters (U0 and γ) extracted from P2f(T )
measurements using Eqs. 7.1 and 7.2. Data are presented for two distinct locations on the
sample surface (Location 1 and Location 2), separated by 50 µm.

1 and 2 are separated by 50 µm. The extracted pinning parameters for these two locations are

summarized in Table 7.1.

Several previous studies have described the temperature dependence of the activation

energy U(T ) using the form given by Eq. 7.1. Typically, the exponent γ falls within the range

0.5 < γ < 2 [211–213]. In our analysis, we obtained γ = 1.43 and 1.76 at Locations 1 and 2,

respectively, which are consistent with values commonly reported in the literature.

Vortex pinning properties in Nb films have previously been studied in Ref. [207], where a

temperature-independent activation energy of 1.9 meV was obtained by fitting experimental data in

the temperature range 0.3 < T/Tc < 0.48. In contrast, we use a temperature-dependent activation

energy U(T ) described by Eq. 7.1; our fitted values in the same temperature range, summarized

in the last column of Table 7.1, are comparable to that reported in Ref. [207]. Furthermore, our

results also agree in magnitude with the activation energies of Pb-Tl alloy, reported to be between

3 meV and 14 meV in Ref. [205].

Taken together, these comparisons confirm that the pinning parameters (U0 and γ) obtained

from our analysis are consistent with values reported in the literature, thus validating the physical

reasonability of our results.
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Cooldown from room
temperature to 3.8 K

Location
input frequency
(GHz)

input power
(dBm)

First
1

1.708 -3
2

Second
3

1.819 -5
4

Table 7.2: Summary of the measurement details at four distinct locations on the sample surface.
Locations 1 and 2 are separated by 50 µm, as are Locations 3 and 4. Measurements at Locations
1 and 2 were performed during the same cooldown from room temperature to 3.8 K, while
measurements at Locations 3 and 4 were obtained in a separate cooldown from room temperature
to 3.8 K.

7.7.3 Trapped Vortex Density and Its Role in Vortex Dynamics

Figure 7.6(b) shows the statistical distribution of TP2f(T )jump as a function of temperature

for Bcooldown = 0.84 mT. The measurement procedure is identical to that of Fig. 7.6(a), except

with a higher Bcooldown, resulting in an increased trapped vortex density. Compared to Fig. 7.6(a)

(NT>0.8Tc
jump /N total

jump = 0.74), the distribution of TP2f(T )jump in Fig. 7.6(b) is more spread out, with a

lower high-temperature jump ratio of NT>0.8Tc
jump /N total

jump = 0.60.

Building on the results from Fig. 7.6, we extend the measurements to multiple Bcooldown

values, corresponding to different trapped vortex densities, at four distinct locations on the sample

surface (Locations 1 to 4). The measurement details at the four locations are summarized in

Table 7.2. Figure 7.7 presents the high-temperature jump ratio NT>0.8Tc
jump /N total

jump as a function of

Bcooldown.

As shown in Fig. 7.7, NT>0.8Tc
jump /N total

jump decreases with increasing Bcooldown across all four

measurement locations. One possible explanation for this trend is as follows. In the low trapped

vortex density regime (small Bcooldown), vortex-vortex interactions are weak, and trapped vortex

rearrangement events are primarily driven by thermal activation, which is most significant near
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Figure 7.7: High-temperature jump ratio NT>0.8Tc
jump /N total

jump for different Bcooldown values, measured
at four distinct locations on the sample surface. The measurement details at the four locations are
summarized in Table 7.2. The data in Fig. 7.6 is obtained at Location 1.

Tc. In contrast, in the high trapped vortex density regime (large Bcooldown), the trapped vortex

configuration becomes more complex, as both the pinning potential of the antidot array and

vortex-vortex interactions play a significant role. In this regime, trapped vortices can rearrange

even at lower temperatures.

Understanding trapped vortex rearrangement mechanisms beyond thermal activation near

Tc requires more sophisticated theoretical analysis and numerical simulations, which are beyond

the scope of this work.

7.8 Conclusion

In this work, we present a proof-of-principle study demonstrating the use of local P2f

measurements with our near-field magnetic microwave microscope to investigate the dynamics of
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trapped vortices at the micron scale. This microscopic approach complements traditional methods

that average the behavior of many vortices. Specifically, we show that this technique can reveal

depinning events of trapped vortices and provide insights into spatially-resolved pinning properties.

Furthermore, our results highlight how vortex pinning behavior varies across different trapped

vortex density regimes, offering a new perspective on the interplay between pinning potentials

and vortex-vortex interactions. It is particularly relevant for applications such as SRF cavities,

superconducting quantum circuits, and superconducting digital electronics. Future work includes

developing more sophisticated models beyond the thermal activation mechanism to further extract

quantitative information about pinning properties from P2f measurements.
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Chapter 8: Conclusion and Future Directions

In this thesis, we have investigated two distinct vortex-related phenomena in superconductors:

rf vortex nucleation and trapped vortex dynamics. The experimental setup for these studies is

described in Chapter 2, while the TDGL simulation framework is detailed in Chapter 3. Chapters 4

(simulations) and 5 (measurements) explore rf vortex nucleation induced by surface defects and

its associated third-harmonic response. Chapters 6 (simulations) and 7 (measurements) examine

the dynamics of trapped vortices and the resulting second-harmonic response.

Our findings provide new insights into the nonlinear microwave response of superconductors,

demonstrating how local defects and vortex pinning sites influence rf vortex nucleation and trapped

vortex motion. The combination of experimental measurements and TDGL simulations has allowed

us to extract meaningful physical parameters related to vortex dynamics at microwave frequencies,

contributing to a deeper understanding of vortex-induced nonlinearities in superconducting

materials.

The future directions of this research can be categorized into three main areas: experimental

measurements, theoretical simulations, and hardware development.

In this thesis, we have measured seven Nb/Cu films intended for SRF accelerator cavity

applications and one Nb film with an antidot flux pinning array. Since different superconducting

samples possess different types of surface defects, their behavior under intense rf magnetic fields
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varies, leading to distinct signatures in their third-harmonic response. Likewise, variations in

vortex pinning—whether from natural or engineered pinning sites—affect trapped vortex dynamics,

influencing the second-harmonic response.

A natural extension of this work is to expand the scope of measurements by investigating a

broader range of superconducting materials, including alternative Nb/Cu deposition techniques

and artificially engineered pinning landscapes. Systematic analysis of the nonlinear microwave

response in these samples will provide deeper insights into rf vortex nucleation mechanisms and

the role of vortex pinning in harmonic generation.

Beyond nonlinear responses associated with surface defects and vortex pinning, the microwave

microscope also holds promise for probing fundamental phenomena in superconductors. For

instance, second-harmonic response measurements could potentially serve as a sensitive probe of

time-reversal invariance breaking in unconventional superconductors such as UTe2.

The ability to extract meaningful physical insights from experimental measurements depends

critically on the theoretical framework used to interpret them. In the case of trapped vortex

dynamics studied in this thesis, thermal activation is considered when fitting the data and extracting

pinning parameters. However, vortex pinning is a complex phenomenon with multiple competing

mechanisms, and thermal activation is only one aspect of the broader picture.

Future research could explore more sophisticated models that go beyond thermal activation.

Further improvements in TDGL simulations, such as incorporating more realistic defect geometries,

could enhance our ability to quantitatively predict nonlinear response signatures. These refinements

would provide deeper insight into the microscopic physics underlying vortex-induced nonlinearities.

For over two decades, members of the Anlage Lab have advanced the field of superconducting

microwave response through the continuous development of near-field magnetic microwave
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microscopes. Each iteration of the microscope has enabled new types of measurements, allowing

us to extract increasingly detailed information about superconducting materials. A promising

future direction is the development of a next-generation microwave microscope based on atomic

force microscopy (AFM) architecture, as discussed in Appendix B.
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Appendix A: Operating Procedures for the Cryostat and Microwave Microscope

A.1 Step-by-Step Operation of the Entropy Cryostat and Near-Field Magnetic

Microwave Microscope

The following steps outline the procedure for preparing and operating the Entropy cryostat

and the near-field magnetic microwave microscope:

1. Prepare the microscope head:

• First, solder a new magnetic writer to a connector using lead-free solder (see Sec. 2.3

for further discussion).

• Second, measure the resistance between the inner and outer conductors of the connector.

It should be approximately 6 Ω.

• Third, wear gloves, mount the magnetic writer on a metal support, and securely attach

it to the XYZ piezo stages

2. Wear gloves if you are going to touch anything in the cryostat, or anything that will be

inserted into the cryostat later.

3. Mount the sample beneath the 4 K cold plate. Apply vacuum grease if necessary to ensure

good thermal contact.

145



4. Attach the microscope head beneath the 4 K cold plate, ensuring proper alignment with the

sample.

5. Connect the wires for the piezo stages (see Fig. A.1). Test piezo motion and verify the safe

movement range of the x, y, and z piezo stages.

6. Attach thermal strips between the piezo stages and the 4 K cold plate to optimize thermal

transport.

7. Mount the thermometer near the sample.

8. Connect the coaxial cable for microwave signal transmission.

9. Ensure all components are well thermally anchored to both the 70 K plate and the 4 K plate.

10. Verify the functionality of the thermometers, P3f probe background, and the magnetic coil

(above the 4 K cold plate) under ambient conditions:

• For thermometers: There are 3 thermometers: thermometers A and B are typically

mounted beneath the 4 K cold plate, while thermometer C is typically mounted beneath

the 70 K plate. Make sure the readings of these 3 thermometers are around 297 K.

• For P3f probe background: Apply three input power levels (-10 dBm, -5 dBm, and 0

dBm) and confirm that P3f of the probe exhibits a clear dependence on input power.

• For the magnetic coil: Apply three DC current levels (0 A, 0.05 A, and 0 A) and

confirm that the cryogenic 3-axis magnetometer detects the expected magnetic field

values.

11. Close the golden can.
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12. Recheck the thermometers, P3f probe background, and the magnetic coil again to verify

proper connections.

13. Close the remaining two shielding cans.

14. Recheck the thermometers, P3f probe background, and the magnetic coil again to verify

proper connections before proceeding.

15. Set up the magnetic shielding.

16. Perform a final check of the thermometers, P3f probe background, and the magnetic coil.

17. Pump down the chamber to achieve a vacuum pressure below 10 milli-Torr (estimated

duration: 2–3 hours).

18. Once the desired low pressure is reached, begin cooling down the system (estimated duration:

10–12 hours):

• First, turn on the cooling water.

• Then, turn on the compressor.

19. After reaching the target low temperature (approximately 3.8 K), turn off the pump in the

following sequence:

• Close the valve first.

• Then, turn off the vacuum pump.

20. Determine the safe range of piezo motion. If the piezo is stuck, manually increase the

voltage to release it from confinement.
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21. Calibrate the heater power using the current heater-thermometer setup.

22. Begin the measurement of interest.

23. Complete the measurement of interest.

24. Turn off both the heater and the microwave signal.

25. Retract the piezo to detach it from the sample surface. Set the position to (x, y, z) =

(2500, 2500, 0).

26. Shut down the cooling system to allow the cryostat to warm up to room temperature

(estimated duration: 12–24 hours):

• First, turn off the compressor.

• Then, turn off the cooling water.

27. Once the system has returned to room temperature and the pressure is higher than the

vacuum level, gently break the vacuum:

• First, detach the tube connected to the pump.

• Then, slowly loosen the valve. Use a piece of metal to cover the hole of the vacuum

pump.

28. Remove the magnetic shielding.

29. Wear gloves.

30. Remove the three shielding cans one by one.

31. Disconnect all wires and cables, then carefully detach the microscope head.
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Figure A.1: Image of the six connectors used for wiring the three piezo stages. The connection
order from outside to inside is as follows: (1) two pins for the x piezo, (2) two pins for the z piezo,
(3) two pins for the y piezo, (4) three pins for the x piezo, (5) three pins for the z piezo, (6) three
pins for the y piezo. When connecting the controller side to the piezo side, the black side (piezo)
should be connected to the flat side (controller), and the red side (piezo) should be connected to
the curved side (controller).
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Figure A.2: A typical P2f(z) measurement, where z represents the height of the z piezo. The
variation of P2f with z provides a means to verify the probe-sample separation. The sample used
is the antidot Nb film studied in Chapter 7. The measurement is performed at a temperature of 3.8
K with an input frequency of 1.824 GHz and an input power of 0 dBm.

A.2 Probe-Sample Contact Verification

The probe-sample separation can be verified by monitoring the nonlinear response as a

function of the z piezo height. This method is used to verify probe-sample contact at both room

temperature and base temperature. An example is presented in Fig. A.2.

Figure A.2 presents a typical P2f(z) measurement, where z represents the height of the z

piezo. The sample used is the antidot Nb film studied in Chapter 7. The measurement is performed

at a temperature of 3.8 K with an input frequency of 1.824 GHz and an input power of 0 dBm.

The P2f(z) curve exhibits three distinct regions:

1. Probe not in contact with the sample (z < 3360 µm): In this region, P2f(z) originates from

the probe background and remains independent of z since no interaction occurs between the
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probe and the sample.

2. Probe engaging with the sample (3360 µm < z < 3500 µm): As the probe begins to make

contact with the sample, the probe-sample contact is typically unstable. Consequently,

P2f(z) exhibits significant fluctuations and a strong dependence on z.

3. Stable probe-sample contact (z > 3500 µm): When the probe is further pressed against

the sample, the probe-sample contact stabilizes. In this region, P2f(z) becomes nearly

independent of z, indicating a stable contact configuration. A z-independent P2f(z) is

desirable, as it suggests that the probe-sample contact has a high tolerance to small z

variations.

A.3 Thermal Anomaly Observed in Entropy Cryostat and Its Mitigation

The Entropy cryostat exhibits an abnormal exothermic reaction during warmup. Throughout

this discussion, the temperature refers to the reading recorded by the thermometer mounted beneath

the 4 K cold plate. If the cryostat is cooled rapidly from 10 K to 4 K and subsequently warmed

up gradually, an exothermic event occurs around 6.9 K during the warmup process. Specifically,

the temperature rises by more than 0.5 K (from 6.9 K to above 7.4 K) within a few minutes, even

when the heater power remains unchanged.

A systematic investigation of different cooldown procedures reveals that this abnormal

exothermic reaction can be mitigated by slowing the cooldown rate. Specifically, the reaction is

significantly suppressed by the following cooldown procedure: first, gradually cooling the cryostat

from 10 K to 8 K at a rate of 1.67 mK/s, and then cooling rapidly from 8 K to the base temperature

by setting the heater power to zero.
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Appendix B: Early Development of a Next-Generation Microwave Microscope

Figure B.1 presents a schematic of the next-generation microwave microscope setup. The

system consists of a microwave source and spectrum analyzer for excitation and detection, a Bruker

DAFMCH holder combined with the PrimeNano SMIM-300 probe for near-field microwave

measurements, and a set of cryogenic piezo scanners (ANSxy100, ANSz100) controlled via

ANM200, ANC300, and ASC500 controllers for precise sample scanning. An interferometric

displacement module (LDM1300) monitors probe position in the cryogenic environment. The

piezo scanners, their respective controllers, and the LDM1300 module are all purchased from

Attocube. The temperature regulation is handled by a Lakeshore 340 unit. Data acquisition (DAQ)

is performed via a National Instruments computer interface.

The nanometer-scale cryogenic scanning module consists of two Attocube scanners: ANSxy100

and ANSz100. The ANSxy100 scanner is an open-loop xy scanner with a 9× 9µm2 positioning

range at T = 4 K, offering sub-nanometer resolution. The ANSz100 scanner is an open-loop z

scanner with a 15 µm positioning range at T = 4 K, also providing sub-nanometer resolution.

The SMIM-300 probe, developed by PrimeNano, is a cantilever-based microwave microscope

probe featuring a coaxially shielded structure with a solid metal probe tip.

The optical system for monitoring the position of the SMIM-300 probe consists of a

cryogenic optical fiber, a room-temperature optical fiber, and an LDM1300 module. The LDM1300
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Figure B.1: Schematic of the next-generation microwave microscope setup. Components
highlighted in green correspond to spatial control, while components in yellow are used for
probe displacement monitoring.

module integrates an infrared laser operating at a wavelength of 1310 nm with an interferometer

for precise displacement measurements.

To verify the functionality of the scanners, laser, and interferometer, we perform the

following tests. The optical fiber is positioned vertically above the ANSz100 scanner, brought

into close proximity for accurate displacement monitoring. The output signal of the LDM1300

module is monitored using an oscilloscope. As the ANSz100 expands, the interference signal

from LDM1300 exhibits periodic variations, with the expected number of interference periods

observed over the full expansion range of the ANSz100. This confirms the proper operation of

the laser source, the interferometer, and the ANSz100 scanner. The same test is applied to the

ANSxy100 scanner to ensure its functionality.

Figure B.2 presents optical images of a PrimeNano SMIM-300 probe. The probe consists of
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Figure B.2: Optical images of a PrimeNano SMIM-300 probe. (a) Overview of the entire probe,
showing the chip and the cantilever. The center conductor and ground pads for electrical connection
are labeled. (b) Close-up view of the cantilever and the metal tip at its end.
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Figure B.3: Optical images of a PrimeNano SMIM-300 probe integrated into a probe holder
assembly. (a) Photograph of the assembled setup, including the printed circuit board (PCB),
atomic force microscope (AFM) holder, and the SMIM-300 probe. (b) Close-up view of the probe
region.

a chip, a cantilever, and a solid metal tip located at the end of the cantilever. Panel (a) shows an

overview of the entire probe, including the chip and cantilever. The center conductor and ground

pads used for electrical connection are labeled. Panel (b) provides a close-up view of the cantilever

and the metal tip, which is used for near-field microwave measurements.

To transmit microwave signals to the SMIM-300 probe, a custom printed circuit board (PCB)

is fabricated. Figure B.3 shows optical images of a PrimeNano SMIM-300 probe integrated into a

probe holder assembly, which consists of the PCB, an atomic force microscope (AFM) holder, and

the SMIM-300 probe. The probe is seated in the slot of the AFM holder. An SMPM connector

is soldered to the PCB to enable the delivery of microwave signals. These signals can then be

transmitted to the probe via wire bonding between the PCB and the probe pads (not shown in

Fig. B.3).
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Appendix C: Dimensionless Forms of the TDGL Equations

C.1 Dimensionless TDGL Equations: Form I

To facilitate numerical simulations, it is useful to express the TDGL equations in a dimensionless

form. We introduce the following dimensionless variables (the ˜ transformation):

x = λx̃ (C.1)

t = τGLt̃ (C.2)

ψ = ψ∞ψ̃ (C.3)

A = (
√
2Bcλ)Ã =

(
ℏ
e∗ξ

)
Ã (C.4)

σ =
1

µ0κ2D
σ̃ (C.5)

That is, length is in the unit of penetration depth λ; time is in the unit of Ginzburg-Landau order

parameter relaxation time τGL; the order parameter is in the unit of its value deep in the bulk ψ∞;

vector potential is in the unit of thermodynamic critical field times penetration depth
√
2Bcλ;

normal state conductivity is in the unit of 1
µ0κ2D

.
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Under these transformations, the current density and magnetic field scale as:

J =

√
2Bc

µ0λ
J̃ (C.6)

B = (
√
2Bc)B̃ (C.7)

Substituting these changes of variables into the TDGL equations (Eqs. 3.21 and 3.22), we

obtain their dimensionless form:

∂ψ̃

∂t̃
= −

(
i

κ
∇̃+ Ã

)2

ψ̃ + ψ̃ − |ψ̃|2ψ̃ (C.8)

σ̃
∂Ã

∂t̃
= − i

2κ

(
ψ̃∗∇̃ψ̃ − ψ̃∇̃ψ̃∗

)
− |ψ̃|2Ã− ∇̃ × ∇̃ × Ã (C.9)

Since length is expressed in units of the finite-temperature penetration depth λ(T ), the

vortex core size in dimensionless units is given by

r̃vortex ≈ ξ̃ =
λ̃

κ
=

1

κ
. (C.10)

As a result, the vortex size remains constant in this dimensionless formulation, independent of

temperature, which simplifies visualization across different temperatures.
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C.2 Dimensionless TDGL Equations: Form II

Here, we introduce an alternative set of dimensionless variables (the ˆ transformation) based

on temperature-independent dimensional factors (scaled by their values at T = 0):

x = λ(T = 0)x̂ (C.11)

t = τGL(T = 0)t̂ (C.12)

ψ = ψ∞(T = 0)ψ̂ (C.13)

A =
(√

2Bc(T = 0)λ(T = 0)
)
Â (C.14)

σ =
τGL(T = 0)

µ0(λ(T = 0))2
σ̂ (C.15)

Under these transformations, the current density and magnetic field scale as:

J =

√
2Bc(T = 0)

µ0λ(T = 0)
Ĵ (C.16)

B =
(√

2Bc(T = 0)
)
B̂ (C.17)

Substituting these changes of variables into the TDGL equations (Eqs. 3.21 and 3.22), we

obtain their dimensionless form:

(
1 +

T

Tc

)(
1 +

(
T

Tc

)2
)
∂ψ̂

∂t̂
= −

(
i

κ
∇̂+

(
1 +

(
T

Tc

)2
)
Â

)2

ψ̂+

(
1−

(
T

Tc

)4
)
ψ̂−|ψ̂|2ψ̂

(C.18)
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σ̂
∂Â

∂t̂
= − i

2κ

1

1 +
(

T
Tc

)2 (ψ̂∗∇̂ψ̂ − ψ̂∇̂ψ̂∗
)
− |ψ̂|2Â− ∇̂ × ∇̂ × Â (C.19)

Note that the dimensional factor for length is temperature-dependent in the ˜ transformation,

where x = λ(T )x̃, and temperature-independent in the ˆ transformation, where x = λ(T = 0)x̂.

The superconducting domain in toy models contains local defects, such as pinning sites.

Consider a pinning site with a radius of 20 nm. Under the ˜ transformation, its dimensionless

radius is given by

r̃defect =
20 nm

λ(T )
, (C.20)

which depends on temperature. In contrast, under the ˆ transformation, the defect size is expressed

as

r̂defect =
20 nm

λ(T = 0)
, (C.21)

which remains temperature-independent.

In Chapter 6, we investigate trapped vortices in superconductors. In these simulations,

vortices are introduced at a low temperature, and the temperature is gradually increased during the

TDGL simulation to determine whether a vortex depins at higher temperatures. Since temperature

evolves over time, r̃defect varies throughout the simulation, which complicates interpretation. In

contrast, the ˆ transformation ensures that the defect size, r̂defect, remains constant, making it a

more convenient choice for this scenario.

Beyond the two transformations used in this work, other conventions for dimensionless

TDGL equations exist. In particular, some formulations define length in units of the finite-

temperature coherence length ξ(T ) [75, 83], while others use the zero-temperature coherence

length ξ(T = 0) [77, 79, 82].
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Appendix D: Implementation of TDGL Simulations in COMSOL Multiphysics

In this Appendix, we present the implementation of TDGL simulations in COMSOL

Multiphysics. Here, we adopt the ˜ transformation as presented in Sec. C.1.

In COMSOL, we express the order parameter and electromagnetic field as

ψ̃ ≡ v1 + iv2, (D.1)

Ã = ÃSC + Ãdp = (u1x̂+ u2ŷ + u3ẑ) + (Adp,1x̂+ Adp,2ŷ + Adp,3ẑ). (D.2)

Since the electromagnetic field generated by the magnetic dipole (Ãdp) is known, the variables to

be solved in COMSOL are v1, v2, u1, u2, u3 (i.e., ψ̃ and ÃSC).

Rewriting the first TDGL equation (Eq. C.8) in terms of v1 and v2, we obtain:

∂v1

∂t̃
=

1

κ2
∇̃2v1 +

2

κ
Ã · (∇̃v2) +

1

κ
(∇̃ · Ã)v2 − Ã2v1 + v1 − (v21 + v22)v1, (D.3)

∂v2

∂t̃
=

1

κ2
∇̃2v2 −

2

κ
Ã · (∇̃v1)−

1

κ
(∇̃ · Ã)v1 − Ã2v2 + v2 − (v21 + v22)v2. (D.4)

The second TDGL equation (Eq. C.9) takes the form:

σ̃
∂Ã

∂t̃
=

1

κ
(v1∇̃v2 − v2∇̃v1)− (v21 + v22)Ã− ∇̃ × ∇̃ × ÃSC. (D.5)
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Recall that ∇̃ × ∇̃ × Ãdp = ∇̃ × B̃dp = 0 inside the superconductor.

In COMSOL, we use the General Form PDE to implement the TDGL simulations, which is

given by:

ea
∂2u

∂t̃2
+ da

∂u

∂t̃
+ ∇̃ · Γ = f. (D.6)

The first TDGL equation in the format of the General Form PDE (Eq. D.6) becomes:

u =

v1
v2

 , ea =

0 0

0 0

 , da =

1 0

0 1

 . (D.7)

The flux term Γ is given by:

Γ =

− 1
κ2∂xv1 − 1

κ2∂yv1 − 1
κ2∂zv1

− 1
κ2∂xv2 − 1

κ2∂yv2 − 1
κ2∂zv2

 . (D.8)

The source term f consists of three components:

f = f1 + f2 + f3, (D.9)

where

f1 =

 2
κ
[(u1 + Adp,1)∂xv2 + (u2 + Adp,2)∂yv2 + (u3 + Adp,3)∂zv2]

− 2
κ
[(u1 + Adp,1)∂xv1 + (u2 + Adp,2)∂yv1 + (u3 + Adp,3)∂zv1]

 . (D.10)

f2 =

 1
κ
[(∂xu1 + ∂yu2 + ∂zu3) + (∂xAdp,1 + ∂yAdp,2 + ∂zAdp,3)] v2

−1
κ
[(∂xu1 + ∂yu2 + ∂zu3) + (∂xAdp,1 + ∂yAdp,2 + ∂zAdp,3)] v1

 (D.11)
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f3 =

− [(u1 + Adp,1)
2 + (u2 + Adp,2)

2 + (u3 + Adp,3)
2] v1 + v1 − (v21 + v22)v1

− [(u1 + Adp,1)
2 + (u2 + Adp,2)

2 + (u3 + Adp,3)
2] v2 + v2 − (v21 + v22)v2

 (D.12)

The second TDGL equation can be rewritten as

σ̃
∂ÃSC

∂t̃
+ ∇̃ × ∇̃ × ÃSC = −σ̃ ∂Ãdp

∂t̃
+

1

κ
(v1∇̃v2 − v2∇̃v1)− (v21 + v22)Ã. (D.13)

The second TDGL equation in the format of the General Form PDE (Eq. D.6) becomes:

u =


u1

u2

u3

 , (D.14)

ea =


0 0 0

0 0 0

0 0 0

 , (D.15)

da = (SC domain) ∗


σ̃ 0 0

0 σ̃ 0

0 0 σ̃

 . (D.16)

Here, (SC domain) is an indicator function that takes the value 1 inside the superconducting
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domain and 0 in the vacuum domain. The flux term Γ is given by

Γ =


0 ∂xu2 − ∂yu1 ∂xu3 − ∂zu1

∂yu1 − ∂xu2 0 ∂yu3 − ∂zu2

∂zu1 − ∂xu3 ∂zu2 − ∂yu3 0

 . (D.17)

The source term f is

f = (SC domain) ∗


−σ̃ ∂Adp,1

∂t̃
+ 1

κ
(v1∂xv2 − v2∂xv1)− (v21 + v22)(u1 + Adp,1)

−σ̃ ∂Adp,2

∂t̃
+ 1

κ
(v1∂yv2 − v2∂yv1)− (v21 + v22)(u2 + Adp,2)

−σ̃ ∂Adp,3

∂t̃
+ 1

κ
(v1∂zv2 − v2∂zv1)− (v21 + v22)(u3 + Adp,3)

 . (D.18)
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Appendix E: Third-Harmonic Response Measurements of Two Nb3Sn Films

E.1 Introduction

Nb3Sn is a promising alternative to bulk Nb for SRF cavity applications due to its higher

superconducting transition temperature (Tc ≈ 18.3 K) and lower BCS surface resistance at a given

temperature, allowing operation at higher temperatures than Nb [81, 106, 115, 140–143, 215, 216].

Fabricated through the vapor diffusion process, Nb3Sn films have demonstrated the ability to

sustain high accelerating gradients without being limited by the lower critical field Bc1, addressing

historical concerns of flux penetration. While challenges remain, such as mitigating the Q-slope

and optimizing deposition methods, Nb3Sn continues to be a leading candidate for next-generation

SRF accelerator technology.

In this work, we investigate two Nb3Sn films: one deposited using the traditional vapor

diffusion process (vapor-diffused Nb3Sn film) and the other synthesized through an electrochemical

plating process followed by thermal annealing (Sn-plated Nb3Sn film). Both films were fabricated

by our collaborators at Cornell University, including Matthias Liepe, Zeming Sun, and Thomas

Oseroff. Details on the deposition methods, surface roughness, local stoichiometry, and other

characteristics of these films can be found in Refs. [217, 218].

Similar to the seven Nb/Cu films studied in Chapter 5, localized third-harmonic response

measurements of both Nb3Sn films reveal signals associated with surface defects below their
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Figure E.1: Photo of the vapor-diffused Nb3Sn film. The sample, prepared at Cornell University,
has dimensions of 1 cm × 1 cm.

superconducting transition temperature, Tc ≈ 18.3 K.

E.2 Sample Information for the Two Nb3Sn Films

Figure E.1 shows a photograph of the vapor-diffused Nb3Sn film used in this study. The film

has a thickness of 2 µm and is grown on a 3 mm thick Nb substrate. The sample has dimensions

of 1 cm × 1 cm.

Figure E.2 shows a photograph of the Sn-plated Nb3Sn film used in this study. The film has

a thickness of 2.4 µm and is grown on a 3 mm thick Nb substrate. The sample has dimensions of

1 cm × 1 cm.

Third-harmonic response measurements were performed on the Sn-plated Nb3Sn film

multiple times. The data presented in this appendix were obtained during the early-stage

measurements. In a later measurement, the microscope probe was pressed too hard against
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Figure E.2: Photo of the Sn-plated Nb3Sn film. The sample, prepared at Cornell University, has
dimensions of 1 cm × 1 cm. The red dashed circle highlights a scar on the surface caused by an
aggressive probe contact during a later measurement.

the sample surface, leaving a visible scar, as indicated by the red dashed circle in Fig. E.2.

One of the primary motivations for developing the deposition recipe for the Sn-plated

Nb3Sn film is to achieve a smoother surface. The average surface roughness (Ra) of a typical

vapor-diffused Nb3Sn film is approximately 300 nm, whereas that of a typical Sn-plated Nb3Sn

film is significantly lower, around 60 nm [217, 218].

E.3 Experimental Results for the Vapor-Diffused Nb3Sn Film

Figure E.3 shows the measured linear power scale third-harmonic response P3f(T ) at a fixed

location on the vapor-diffused Nb3Sn film for six different input powers. The input frequency

is 2.08 GHz, and the probe background has been subtracted. The input power levels shown in

Fig. E.3 are not evenly spaced in power but rather in rf field amplitude. Note that the input power

is proportional to the square of the rf field amplitude.
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Figure E.3: Measured linear power scale P3f(T ) from strong (red) to weak (purple) input power
for the vapor-diffused Nb3Sn film at an input frequency of 2.08 GHz. The probe background has
been subtracted.

Two distinct nontrivial structures are observed in Fig. E.3: one shows TP3f
c = 6.2 K, and

the other shows TP3f
c = 6.7 K. Both P3f(T ) structures exhibit the four key features identified in

Sec. 4.4 (TDGL simulation). Consequently, they are likely associated with rf vortex nucleation by

surface defects.

In addition to measuring P3f(T ) with a fine temperature step size over a limited temperature

and input power range—focusing on the nontrivial P3f structures below 7 K—we also perform

measurements over a broader range of temperature and input power. The measurement spans

temperatures from 3.5 K to 20 K, extending beyond Tc, and input powers from -40 dBm to +5 dBm.

Within this broader range, no additional nontrivial P3f(T ) structures are observed beyond the two

identified in Fig. E.3.
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Figure E.4: Measured linear power scale P3f(T ) for the Sn-plated Nb3Sn film at an input frequency
of 1.21 GHz. Data are shown for two different input powers: P = −18 dBm (red) and P = −19
dBm (blue). The probe background has been subtracted.

E.4 Experimental Results for the Sn-Plated Nb3Sn Film

Figure E.4 shows the measured linear power scale third-harmonic response P3f(T ) at a fixed

location on the Sn-plated Nb3Sn film for two different input powers. The input frequency is 1.21

GHz, and the probe background has been subtracted.

Three distinct nontrivial structures are observed in Fig. E.4: one around 15.6 K, another

around 15.1 K, and a third around 14.6 K. All three P3f(T ) structures exhibit the four key features

identified in Sec. 4.4 (TDGL simulation). Consequently, they are likely associated with rf vortex

nucleation by surface defects.

In addition to measuring P3f(T ) with a fine temperature step size over a limited temperature

and input power range—focusing on the nontrivial P3f structures between 14 K and 16 K—we

also perform measurements over a broader range of temperature and input power, as shown in

Fig. E.5. Figure E.5 presents the measured log power scale (dBm) P3f as a function of temperature
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Figure E.5: Color map of the measured log power scale P3f as a function of temperature T and
input power Pf for the Sn-plated Nb3Sn film. The input frequency is 1.21 GHz. The probe
background is not subtracted. The dashed box highlights the region containing the three nontrivial
P3f(T ) structures, whose details are shown in Fig. E.4.

T and input power Pf for the Sn-plated Nb3Sn film. The input frequency is 1.21 GHz. The probe

background is not subtracted. The measurement spans temperatures from 4 K to 20 K, extending

beyond Tc, and input powers from -40 dBm to -10 dBm.

As described in the four key features identified in Sec. 4.4 through TDGL simulations, the

nontrivial P3f(T ) structures associated with rf vortex nucleation by surface defects shift to lower

temperatures as the rf field amplitude increases. In a P3f color map such as Fig. E.5, where the

horizontal axis represents temperature and the vertical axis represents input power, this trend

appears as a structure with a negative slope.

The dashed box in Fig. E.5 highlights the region containing the three nontrivial P3f(T )

structures observed between 14 K and 16 K, whose details are shown in Fig. E.4. In addition to

these three structures, another distinct P3f(T ) feature exhibiting a clear negative slope is visible in

the lower left corner of Fig. E.5, with a TP3f
c around 6 K. Given the observed negative slope trend,
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all four P3f(T ) structures are likely associated with rf vortex nucleation by surface defects.

The strongest P3f signal in Fig. E.5, represented by the large red region below 12 K, does

not exhibit a negative slope trend. This suggests that it may originate from a nonlinear mechanism

distinct from rf vortex nucleation by surface defects.

E.5 Conclusion

Third-harmonic response measurements of both the vapor-diffused and Sn-plated Nb3Sn

films reveal the presence of surface defects that give rise to nontrivial P3f(T ) structures. A key

similarity between the two films is that these structures exhibit a TP3f
c below the superconducting

transition temperature (Tc ≈ 18.3 K) and display the four key features identified in Sec. 4.4

through TDGL simulations. These characteristics are consistent with rf vortex nucleation by

surface defects.

Despite differences in deposition methods and surface roughness, the observed nonlinear

response in both films suggests that rf vortex nucleation by surface defects is a robust phenomenon

across different Nb3Sn growth techniques. This highlights the importance of defect engineering in

optimizing Nb3Sn films for SRF applications.
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